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Abstract

Many national and international governments estalidrganizations for applied science research fgndior
this, several organizations have defined procedordgentifying relevant projects that based oiofitized
technologies. Even for applied science researcleqisy which combine several technologies it ifialift to
identify all corresponding technologies of all rasdh-funding organizations. In this paper, we pnes@
approach to support researchers and to suppogrotstunding planners by classifying applied sceeresearch
projects according to corresponding technologiegséarch-funding organizations. In contrast tateel work,
this problem is solved by considering results fi@garature concerning the application based teabgioal
relationships and by creating a new approach shaased on latent semantic indexing (LSI) as saont
classification algorithm. Technologies that ocagether in the process of creating an applicatiergeouped in
classes, semantic textual patterns are identie@aresentative for each class, and projectssaigreed to one
of these classes. This enables the assignmentbfpeaject to all technologies semantically groupgdise of
LSI. This approach is evaluated using the examptiefense and security based technological rese@his is
because the growing importance of this applicafild leads to an increasing number of researcfept® and
to the appearance of many new technologies.

Key Words: Latent semantic indexing, SVD, Classificn, Research Funding.

1 Introduction

Research funding for applied science research goie done by many national and international oicggions
(Beaudry & Allaoui, 2012; Lepori, 2011). They evale proposals for new research projects and basedl
defined procedures, they identify the relevantgxtsy, which are accepted for funding (Hicks, 20Mabjork &
Linnér, 2006). An important criterion for technologl research is that the technologies standingnbehe
proposed research project are also mentionedpedfi list or taxonomy of prioritizes technologiéChoi,
Lee, & Sohn, 2009; Bradshaw et al., 2008). In galnénese technology lists or taxonomies consist of
manually created label for each technology andddéscription. The descriptions contain terms from t
technology as well as from potential applicatiaids (Thorleuchter, Van den Poel, & Prinzie, 20160y
example, the European Union establishes a FrameReskarch Programme (FP7) theme for security tgt h
the objective to develop technologies needed tarerthe security of citizens from threats. It usdist of
prioritized technologies (ESRAB technology listj fesearch funding decisions (Remuss, 2010). Tleans
proposals of research projects that do not fit withse prioritized technologies and the correspandi
application field e.g. ‘security’ normally are rmtcepted (McLeish & Nightingale, 2007; Jiricka &Bstl,
2012).

For a researcher, it is often difficult to identtfye corresponding prioritized technologies andesponding
application fields concerning each research-fundimganization (Grimpe, 2012). Additionally, it isa difficult
for research planners to assign applied scienearels projects to prioritized technologies of thiegearch-
funding organization manually (Ludwig, Roson, Zdgg & Kallis, 2011). Therefore, in this paper, pesent
an automated approach based on text classificttairsupports researchers as well as researchAfyptinners
by the identification of relationships between agxqbiscience research projects and technologiead&tt from
lists or taxonomies.
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Literature proposes application based technologatationships (Yu, Hurley, Kliebenstein, & Oraze2012).
Here, it is shown that during the process of cnggdin application, technologies are related ta théistitutive,
integrative, predecessor, and successor technel@@eschka, 1983). An example for substitutive netdgies
is electrical fuel cells, electrical batteries, audar cells in the context of creating an enengypsy application.
A research project that has the aim to create aapgproach for an energy supply application can ¢oendll
three substitutive technologies to build this ng@praach. Alternatively, it can focus on one tecbggle.g. fuel
cells. However then, it has to consider researshlt®from the further substitutive technologiekislis because
the newly created fuel cell approach for energypupas to be compared to existing potential ensigply
applications to indicate its advances. This full peoject processes knowledge from electricaldrgtind solar
cells and thus, is related to the electrical bgttechnology and to the solar cell technology, ®en if key
words from electrical battery technology or frontesaell technology do not occur in the projectatggion
(Geschka, Lenk, & Vietor, 2002).

Applied science research projects have to comhine consider these related technologies to craate
application (Thorleuchter, Van den Poel, & PrinZ@10b). This describes a binary classificatiorbfgm
because the test examples (research projectsi(soeiated with a specific class (a set of relatetiriologies)
(Kim, Toh, Teoh, Eng, & Yau, 2012). To identify agtd technologies, LSl is used. This is becausastcally,
all related technologies consist of the same tetessribing the technology or the application fi¢l8I
identifies the semantic textual patterns in thecdpsons of the technologies and it also idensifibe impact of
each technology description on each semantic teghaitern (Thorleuchter & Van den Poel, 2012b). 7;leach
semantic pattern represents a set of related téugine where the corresponding impact is largen thapecific
threshold. The descriptions of the projects argepted in the same semantic subspace. An assigroheath
project on a set of technologies can be done baisdlde calculated impact of each project on eanfaséc
textual pattern (Thorleuchter, Van den Poel, & Bien2012).

Previous work calculates the similarity betweerhgaimject and each technology separately assuratgatl
technologies are independent (Thorleuchter & Viam Eoel, 2011). It uses machine-learning technigses
supervised learning methods and a knowledge steitdt classification approach that uses a siitylar
measure (Jaccard’s coefficient) as well as a spedbifeshold to enable a multi-label classificatidhis
knowledge structure approach often fails becauseatent features that are characteristic for aneldyy are
not simultaneously present in all projects thabbglto one technology.

In contrast to previous and related work, this wooksiders research results from the applicaticeda
technological relationships as mentioned aboveegtspthat are relevant for this task are extraatetused for
this approach. Related technologies are groupsedviaral sets as represented by semantic textuatqpaand
each project has to be assigned to one set oédelathnologies. This can be done by using a biteatyal
classification instead of using a multi-label clésation and this enables the use of LSI as aryisamantic
classification algorithm.

This approach is evaluated using the example afrebef and security (D&S) based technological rekearc
projects. This is because the growing importandbisfapplication field leads to an increasing nemtf
research projects and the appearance of many mbwd®gies as indicated by the occurrence of sévera
technology lists or taxonomies (e.g. EDA, WEAG, ST@ATO, ESRAB, MCTL, and DSTL) during the last
years (Gericke et al., 2009; Te Kulve & Smit, 2003)

The results are compared to a standard text dizesdn algorithm that applies a multi-label cldissition on the
same data set. A centroid vector is created tipaesents the term vectors from the training exasnfgeojects)
of each class (technology) (Takci & Giingor, 2012jis vector is the average vector of all vectoet tre
assigned to this class in the training phase. Tetors from further research projects (test exas)pre
compared to all centroid vectors for identifyingndar centroid vectors. We use a well-known sinitiar
measure (Jaccard's coefficient) and a specifistiole to assign test examples to classes that nbeaaentify
none, one, or several technologies for each pr¢jdatijarov, Kocev, Gjorgjevikj, & DZeroski, 2012).

The evaluation shows, that the new LS| based approatperforms the centroid based text classificati
algorithm concerning the calculated performancesuess precision and recall.
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2 Background

In this approach, we consider findings of literatthrat focus on the application based technological
relationships. Some important aspects are adaptiistapproach and mentioned in Sect. 2.1. Furteer
classification approaches that are used in thidystine described in Sect. 2.2 and it is explaiméd;, LSl is a
good mean to identify the technological relatiopsHrom Sect. 2.1. Further, a knowledge structaset
classification approach is selected for evaluatiorposes. It outperforms further knowledge struetur
approaches considering the aspects in Sect. 2.1.

2.1 Application based technological relationships

A large number of literature studies the relatigpstbetween technologies (Choi et al., 2012; Subraam &
Soh, 2010; Radder, 2009; Jiménez, Garrido-Vega, Bédos Rios, & Gonzalez, 2011; Herstatt & Geschka
2002; Rubenstein et al., 1977; Fleck & Howells, RO®Below, most important findings are adapted sipady
for this study.

a) An applied science research project can beifitabaccording to a technology only if there isetation
between the project and the technology. The simhpddation is that a project contains researchvaiets
concerning the core area of a technology. Then, lo¢ghproject description and the technology desori
consist of the same technology specific termsdeatribe the technological field. Therefore, thejgut can be
directly assigned to one technology by computirggdimilarity of both descriptions.

b) Technologies are not single data points but trescribe a technological field that consists ohyndifferent
research topics. Inside this field multiple resbgrmjects occur. Two research projects, which $amu
different topics in a technological field, consi$tproject descriptions with different terms altigbuthey belong
to the same technology. Therefore, prevalent feattirat are characteristic for a technology are not
simultaneously present in all projects that beltlngne technology.

¢) Technological project descriptions consist bfgh percentage of term co-occurrence. This is lsz$o
describe a technical topic, several technical teaarasused that normally occur together in a texagd
Therefore, conditioned on each technology and ch peoject, different terms do not occur indepetigen

d) Applied science research projects focus on aficgtion field and use many different technologiggerature
indicates that these projects consist of up tagehnologies. Therefore, these research projectigésns
consist of features from several different techgis.

e) If a research project is assigned to a techyadogl this technology is related to further tecbgas then the
project can be assigned to these further techredogpo. One kind of relationship is that techn@egan be
similar to other technologies. They deal with taens technology field but have a different focus pagsive
radar technology and active radar technology. Telcigies are not completely delimited from their dam
technologies, which means in some research anedlaisiechnologies overlap. Descriptions of similar
technologies also consist of technology specifimtethat describe the technological field. Theresearch
project can be assigned to a similar technologgdparing the project description to the technology
description.

f) A further relationship is seen between a tecbggland its substitutive technology. These techyiel
substitute each other e.g. electrical fuel celbstecal batteries and solar cells in the conténergy supply.
An applied science research project normally examseveral substitutive technologies to createpplication.
Then its description consists of terms from diffeérechnology fields. By comparing this descriptiora
technology description, we do not get a large sirtil because terms from the further technologlgd$ielo not
appear in the technology description. If the rese@roject examines fuel cell, electrical battenyd solar cell
technology in an equally distributed way then timeilarity by comparing the project description teetfuel cell
technology description is about one third. Therefdris necessary to get project and technologgrilgions
that also contain terms, which describe the apjptindield. Then, one gets a higher similarity lpngaring and
a better success by assigning a project to a suibsti technology.
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0) Integrative technologies sometimes are namegmentary technologies and occur together byzieglian
application. Examples for two integrative technaésgare fuel and lubricants technology. This isdose both
technologies are used e.g. to create a new powant ptototype. Additionally, predecessor or suazess
technologies are technologies that precede or sdcaeother in the process of creating an applicafibus, it is
important to use project and technology descrigtitnat contain terms, which describe the appliodiigld, too.

2.2 Text Classification

In general, the aim of text classification is tissignment of pre-defined classes to text docun{&u® Seo,
2009; Sudhamathy & Jothi Venkateswaran, 2012; Liddhg, 2011; Finzen, Kintz, & Kaufmann, 2012). For
the identification of technologies standing behindjects, a class can be defined in two differeaysv First,
each technology can be represented by one clasgy thés definition leads to the use of a multidab
classification because a project consists of séterhnologies and thus, it should be assigneéversal classes.
Second, a set of related technologies can be mmarsby one class. As shown in Sect. 2.1, theriggisns of
related technologies consist of similar terms thesicribe application fields or technology areaseBlzon these
characteristic textual patterns, related technef®gan be identified. Using this definition leaplshte use of a
binary classification where a project is assigredre class or not.

Extracting technologies from lists or taxonomiesmally leads to a large number of technologies. B.¢he
case study (see Sect. 4) 2.850 technologies ar@ceed from the application field security and dste
Defining a class as a technologies leads to a langber of classes that probably causes performanotdems
in text classification. Semantic generalizationgbyuping related technologies are a good meaadoce the
number of classes.

The assignment of a project to a technology orgetaf related technologies depends on semangects
(aspects of meaning) and not on knowledge struetspects (aspects of words) as described in S&ctA2
single term (a word) that is characteristic foeehinology does not have to be in the descripticanfmject even
if this project processes the technology but a sgiméextual pattern of several terms probably wél Thus for
the text classification approach proposed in thiseg, it is more important to compare the aspeatseaning
between a project and technologies than to contharaspects of words between them (Park, Kim, Ghoi,
Kim, 2012). The aspects of meaning can be idedtifig calculating the semantic textual patterns.

2.2.1 Knowledge structure approaches

The most frequently used approaches in text claaidn are knowledge structure approaches. Exafpte
standard algorithms are k nearest neighbor (k-N&§sification as instance-based learning algoritGhb as
decision tree model, naive Bayes (NB) as a simmeabilistic algorithm, and support vector machi8¥M)
(Shi & Setchi, 2012; Lee & Wang, 2012). These apphes are not able to identify hidden semantiaitéxt
patterns. Despite this weakness, a knowledge aneiapproach is selected as baseline for the diaiua
show the success of the used semantic approach.

The centroid-based approach is in contrast to siamelard categorization algorithms in text clasatfon
where example classes are not described by onikuwéector, but by a number of training examplde select
this approach as baseline. Below, we give deta&ilgilanations for using a centroid-based text diaasion.

Our explanations are based on the results of (P@a®0) where extensive evaluations of centroid-based
classifications and comparisons with other classfare described.

With a centroid-based scheme, the characteristieach class can be summarized. By use of this
summarization, several prevalent features are goiogether. This is very important for our approbebause
terms that represent these technology-charactefésttures are not simultaneously present in rebgaoject
descriptions that belong to the technology as shiov@ec. 2.1. Therefore, comparing a term vectmmfa
project (as test example) to a centroid vectorde¢adetter performance than comparing it to teeetars from
projects (training examples) that describe a cM&scan find a similar summarization in the naiay8&s
algorithm where for each class a distribution fiortis created that represents the term probadslifrurther
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algorithms (k-NN, C4.5, SVM etc.) describe a clags number of training examples and thereforey tleenot
use summarizations.

Further, a problem in text classification is th@agrance of synonyms. Synonyms are different wortls
identical or at least similar meanings. In techgalal texts (e.g. in an applied science researcfegt
description) we can find them (assign, associdéssify, correlate etc.). By using a summarizat@mmmonly
used synonyms also are summarized that means,mfindahem in the centroid vector. Therefore, canipg a
term vector from a research project to a centreictar also considers synonyms. Here, we also sgd¢hih
centroid-based scheme and the naive Bayes algodtitperform k-NN, C4.5, and SVM that do not use
summarization.

Additionally, we focus on the computational comptgxf this centroid-based approach. This is retgva
because as shown above, we will select 2.850 témffies in our case study that leads to 2.850 ctaand that
also will lead to a time consuming training andsslfication phase. In the training phase, we dawear-time
complexity that depends on the number of trainixaneples for the centroid-based approach. We als@ase
linear complexity in the classification phase ttlepends on the number of classes. Therefore, thpwtational
complexity in total is very low and it equals thengplexity of the naive Bayes algorithm. Thus, tkatcoid-
based scheme and the naive Bayes have a bettermarfce concerning the computational complexity tha
NN, C4.5, and SVM.

We also see advantages of the centroid-based lgocioncerning the naive Bayes algorithm that agpie
Bayes theorem with strong (naive) independencengsions. Conditioned on each class, this means that
different terms independently occur. However, asashin Sec. 2.1 the independence assumption isumby
using project description as training and test golam Therefore, we think that the centroid-badgdrahm
also outperforms the Bayes algorithm.

Thus, we use the centroid-based algorithm for taduation to compare results of the selected samant
approach to this knowledge based approach.

2.2.2 Semantic approaches

As mentioned above, computational techniques azdatethat are able to identify the aspect of meplin
calculating the semantic textual patterns. Thesenigues use eigenvectors in different variatiors apply
them on statistical procedures. (Jiang, Berry, Bmnastrouchov, & Grady, 1999; Luo, Chen, & Xio2§11).
With these techniques, words that occur in prapecechnology descriptions are used in the hidésnasitic
patterns but also words, that might be in theserg#®ns (Thorleuchter & Van den Poel, 2012d).sTénables
the identification of a similarity between a prdjead a set of technologies even if the words énpitoject
description are completely different than the wardthe technology descriptions (Tsai, 2012; Chtist
Mentzas, & Apostolou, 2012). This approach usesdsSiell-known representative of these technigites.
extracts a large number of semantic textual pattanal it reduces their number by considering theegaof the
eigenvectors (Thorleuchter & Van den Poel, 2013).

LSl is a good mean for the identification of apption based technological relationships becaus#fiits the
requirements from Sect. 2.1 as described below.

The paragraph a) in Sect. 2.1 indicates that tpeoggh should be able to compute textual similanitgroject
and technology descriptions. LSI assigns projedttanhnology descriptions to semantic textual paste
Textual similarity between a project and a techggldescription can be assumed if both descriptioas
assigned to the same semantic textual patterhelparagraph b) in Sect. 2.1, it is shown thatgdent features
that are characteristic for a technology are noustaneously present in all projects that belongre
technology. LSI as a semantic classification apghnadways considers this fact by using a semantiexing
that also consists of terms that are not menti@xgdicitly in a text but that are related to theresponding
topic. Different terms so not occur independentlyhie technology or project descriptions as indiddty the
paragraph c) in Sect. 2.1. LSI considers this byutation relationships between projects and tetdgies based
on semantic textual patterns. LS| groups sevecainelogies that are related during the processeating an
application. This means it considers the fact ghptoject description consists of features fronesadifferent
technologies as mentioned in the paragraph d)dh €l. The paragraphs e), f), and g) indicategimailar,
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substitutive, integrative, predecessor, and suocéashnologies have to be identified by consideterms that
also describe the application field (beside thénetogy area). LS| as semantic classification apginaconsiders
all related terms (describing a technology as aglllescribing an application field).

3 Methodology

Technology :
Lists and Taxonomies Projects
¥ h 4
Technology Descripton Project Description
¢ h 4
Freprocessing FPreprocessing
Technalogy v
= L3l Projection into LSI-
E > subspace
Rankr
Technology
h 4
L3l Y
> E - Fank Evaluation
UL LSl = Latent semantic indexing
CY = Cross-validation
k4
Evaluation

Fig. 1 shows the processing of our approach irersfit steps.

The methodology selects technology lists or taxaesras well as information about research projects.
Technology descriptions are extracted from therteltgy lists or taxonomies. Further, projects digsicms are
identified or created from the research projecte #echnology and project descriptions consistwhs, which
describe the technology area as well as the apiplichelds as assumed in Sect. 2.1. They are ppegssed by
using tokenization, stop word filtering and stemmiRurther, term vectors in a vector space modetezated
for each technology description and for each ptajescription. LSl is applied to create the sentatetktual
patterns within the technology descriptions, witeeeimpact of each technology on each semanticaéxt
pattern is calculated. This impact is used to ifgnélated technologies. Technologies with highpant on a
specific semantic textual pattern are grouped twyah a set of technologies. Projects descriptayasprojected
into the created LSI subspace where LSI calculdtedmpact of each project on each semantic textaiérn
and thus, on each set of technologies. To detertheptimal value of the rank k as the numberofiantic
textual patterns, a cross-validation procedur@iad on test and training data from the projexsatiptions.
An evaluation is used to compare the assignmeptajécts to the related technologies by this LSk
approach to the assignment by a knowledge strubased classification approach (centroid basedoagh).

3.1 Preprocessing

The extracted textual information (technology angjgct description) has to be pre-processed. Tineoéihis
step is to create term vectors in vector-space mdtés is because textual information in term westcan be
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used for further processing e.g. as input for gudar value decomposition. The textual informatias to be
prepared in a first step.

This consists of raw text cleaning where specifijeots e.g. images or xml-tags are removed. Adafietiy is
used to identify and correct typographical errorthie raw text. Tokenization is applied that syilis text in

terms where the term unit is defined as words. #veesion of terms to lower case is done (case ¢siore.

In a second step, the text is filtered to redueentimber of distinct terms. Different filtering rhetls are applied
(Thorleuchter, Schulze, & Van den Poel, 2012): B&gpeech tagging is used to identify the syntacditegory
of each term (e.g. nouns and verbs) and basedearategory, non-informative terms are identifiepSvord
filtering is also used to identify the content infation of terms. Non-informative terms are diseard
(Thorleuchter & Van den Poel, 2012a).

As further filtering method, stemming is appliedhMg words occur in different forms, stemming udeaaic
form of words to map related words to this basiorfoln contrast to lemmatization, stemming doescaaisider
the context of a word. This leads to problems lpcpssing words with the same spelling but withfedint
meaning. However, after the preprocessing stepniaemantic indexing is applied on the terms whteze
aspect of meaning is considered. Thus, at this, titni& not necessary to use lemmatization. Thécldasm of
words is taken over from a dictionary. If a ternm@ in the dictionary then a set of productioresuare applied
to transform the word to its basic form. Terms tgapear once or twice are discarded as stategin Zi
distribution (Zipf, 1949; Zeng et al., 2012).

Literature shows that term vectors of weighted deaties outperform term vectors of raw frequencies
(Thorleuchter, Van den Poel, & Prinzie, 2010d). §heectors of weighted frequencies are createddoh
description in a third step. Based on the calcdlateights, the importance of a term within the ection of alll
descriptions can be estimated (Sparck Jones, 187#8)m is assigned to a large weight if it occinesjuently in
a small number of descriptions and seldom in furthescriptions (Salton & Buckley, 1988). Basedum
proposed weighting scheme from Salton, Allan, & Beg (1994), the a weight;yfor a term i in description j
is calculated by

B tf,; llog(n/df;)
ST f.20 f))>
[0, ? log(n/df, )

1)

where n is the number of descriptions, m the nurob#re term vector dimension,; @ the number of all
descriptions containing term i;tfis the term frequency, and jidhe inverse descriptions frequency (Chen,
Chiu, & Chang, 2005). The different length of thesdriptions is considered by using a length nozatibn
factor in the divisor of the formula.

3.2 ldentification of hidden semantic textual patternswith singular value
decomposition

Based on the calculated vectors of weighted fregjasna term-by-description matrix can be creatée.
dimensionality of this matrix is large becausehsf large number of distinct terms. Most of the &imly occur
frequently in a few numbers of descriptions butindhe further descriptions. This leads to manpaalues in
the matrix and thus, to a small matrix rank. Touethe dimensionality of the matrix, LSI is usedédther with
a matrix factorization technique. LSI summarizestewith respect to their semantics (Deerwestat.£1990).
Singular value decomposition as matrix factorizatiechnique identifies the relationships betweemsebased
on their co-occurrences in the descriptions. Alited terms are grouped into a semantic textugépaand each
semantic textual pattern has high discriminatonygroto other patterns (Thorleuchter & Van den Pa@el2c).

Each semantic textual pattern is assigned to aisingalue by processing the singular value decaitipa
algorithm. The singular value is calculated byttiplj the term-by-description matrix A in a produétthe
matrices UZ, and V.

A=UZ V! (2

7
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Matrix A consists of m terms and n descriptionsx(mmatrix) and a rank r & min(m,n)) because of many zero
values in the matrix. Matrix U consists of m teram&l r semantic patterns (m x r matrix), matrix Visists of n
descriptions and r semantic patterns (n x r mataxyl matrix2 consists of the r singular values of matrix A.
Thus,X is a diagonal (r x r) matrix and the singular es@are sorted in descending order.

For processing the singular value decompositiamyaéimk r is important. A large value of r leadsito
unmanageable high number of semantic textual pettém this case, many semantic textual pattertysamtur
in a single description but not in several deswigs. For a technology classification, it is imot to identify
the relationships between different technologieepsesented by the technology descriptions. Téermantic
textual patterns are relevant for this task by mering the relationships between terms based @in ¢b-
occurrences in the collection of descriptions. Bhesmantic textual patterns can be identified dueang the
rank r to a parameter k.

As shown above, if k is too large e.g. k = r them Inany semantic textual patterns are build thahat
relevant. Otherwise, if k is too small then mangvant semantic textual patterns are not consid€bdn et al.
(2010) proposes the use of an operational criteéagget an optimal value of k. We satisfy this lajcalating the
cross-validated area under the ROC (receiver apgraharacteristics) curve (AUC) for each k (DeLpng
DelLong, & Clarke-Pearson, 1988; Hanley & McNeil329Halpern et al., 1996; Van Erkel & Pattynama,
1998). For this, we construct several rank-k modsldescribed below.

Based on the selection of a specific k, three medrl}, X and \f are calculated where the first k columns of U,
¥, and V are retained while from k+1 on, the colurarsdiscarded. Thus, the new term-by-descriptiatrim

A, is based on the reduced matrix rank k<r.

A= Uy V! 3)

The new term-by-description matrix Aontains the k relevant semantic textual patterhe. matrix | shows
the impact of each term from the descriptions arhesemantic textual pattern from.A’he matrix \{ shows the
impact of each (technology or product) descriptiareach of the k patterns. This enables the ideatiién of
related technologies on one hand as well as thgriisg of projects to a set of related technologieghe other
hand.

Then, project descriptions have to be projectatiénsame LSI-subspace (Zhong & Li, 2010). Thissisause
based on the corresponding vector of each progsatription from \, a project description can be assigned to a
semantic textual pattern and thus, to a set ofe@leechnologies. To create such a vector, a tgraelscription
vector Ay has to be created for each description d thaasedh on the terms from matrix A. Then, the vectpr V
for matrix V can be calculated by

Vy = AL U, IT,0 4)

The project descriptions are split in test anchiraj examples and a fivefold cross-validation iscuen training
and test examples (Thorleuchter, Herberz, & VanRiesl, 2012). The training examples are used tatifgehe
rank-k model with the best AUC performance andtéist examples are used to evaluate the model as ks
in Sect. 3.3.

3.3 Evaluation criteria

The evaluation focuses on comparing the performahtiee semantic classification approach to a kedgée
structure approach. Based on the vectgrthMe impact of a project description from the @simple on a set of
related technologies as represented by a speeifiastic textual pattern is given and evaluatediuydn
experts.

For each set of related technologies, the numbexraimples that are correctly identified as relatetthis set are
the true positives (TP) and the number of corrediytified non-related examples are the true regg{(TN).
The number of not correctly identified related epdas are the false negative (FN) and the numbeobf
correctly identified non-related examples are tied positive (FP). Based on these four values;dhamonly
used evaluation criteria: the precision, the retadl sensitivity, and the specificity can be chdtad by
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TP/(TP+FP) (Precision), by TP/(TP+TN) (Recall), B9/(TP+FN) (Sensitivity), and by TN/(TN + FP)
(Specificity). The well-known two dimensional ploft sensitivity versus (1-specificity) is named teeeiver
operating characteristic curve (ROC) and the AUtésarea under the ROC curve.

4  Empirical verification

4.1 Application Field Defense and Security

For the evaluation, we use technology lists or texoies as well as current research projects fram th
application field D&S. The explanation for the s#ien of this application field is described below.

D&S is a field where governments are forced to jpaye attention because of the rising asymmetrivekt e.g.
terrorism (Greenberg, Irving, & Zimmerman, 2009)p@ssible solution is the use of new techniquesdas
results of technological research and developnidnis, an increased funding of D&S based technofdgic
research and development can be seen by natioth&umopean governments. An example is the European
Defence Agency (EDA) that was established in 2@ important task of this organization is the dawation
of defence based research between EU Member $kédesber, 2012). Further the European Framework
Research Program (FP7) contains security researaltantral point. As result of growing budgetthia field of
D&S research we can monitor a continuous changleeoD&S related technological landscape (Thorlesicht
2008).

D&S is not a technology like laser technology celfoell technology but it is an application fieRrojects in
this field are assigned to applied science reseandithey combine several technologies (e.g. Itevhpounds,
stealth technologies, human protection technologsstar technologies) to create an applicatiorr¢éopype or
a demonstrator) (Thorleuchter, Van den Poel, & #¢in2010a).

Therefore, the technological landscape of D&S mrabterized by national and international reseaimting
organizations. Many of these organizations havanddfrelevant technologies for future D&S applioat on
their own. These technologies are published asdisas objects in hierarchical taxonomies, whigans
normally a two-level tree structure of classifioa for a given set of objects. The objects orsdwond level
represent names of D&S related technologies andlijexts on the first level represent manually e dabels
for these technologies. Technology names are desthy few technical words e.g. "passive radarteldyies’
or "active radar technologies" labelled by "radgatinologies". Additionally, descriptions of techogies that
consist of terms describing the technology itsslfvll as the corresponding application fieldsgiven
(Thorleuchter & Van den Poel, 2011).

The technologies are the basis for research furaiitigities. That means proposals are manuallysiflad by
research funding organizations according to thein technologies. If proposals do not fit with these
technologies, they normally are not accepted (Msih.é& Nightingale, 2007). In order to acquire furglin this
area, researchers should have knowledge abouhahtiad international research funding organizatiamd
their appertaining technologies. Thus, this appiaamnsiders the relevant organizations and thehrtelogies
as mentioned in Sect. 4.1.1.

Beside this overview, a further aspect is to carsiSometimes D&S research is sensitive concerning
technological proliferation (Perry, 2004). That megome technologies have the potential to sigmiflyg
enhance or degrade national D&S capabilities iffuh&re or to permit significant advances of miljta
capabilities of potential adversaries. Researchr@es and researchers should have knowledge diut t
sensibility of their research. Therefore, the oi@min Sect. 4.1.1 also includes technologies withliferation
control aspects. Additionally in Sect. 4.1.2, weus on the acquisition of research projects Ir&s field.

4.1.1 Technologiesin D& S

In this section we describe examples for taxonomaieslists of D&S related technologies.
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The European Defence Agency (EDA) has been creatkdlp member states of European Union (EU) dgvelo
their defence capabilities for crisis-managememwtragoons under the "European Security and DefentieyP
(Oikonomou, 2012). One aim of the EDA is to stintelBuropean research and technology collaboration,
focused on improving defence capabilities. The BEB¥onomy of technologies is the basis for this fagdand
contains about 200 technologies in defence context.

The Western European Armaments Group (WEAG) isanfidor armaments cooperation established by
defence ministers of the European NATO nationsotirdinates defence-related research and develdpmen
projects inside the European Union (Te Kulve & S@@03). The coordination activities of the WEA ar
transferred to EDA in 2005 but the WEAG taxonomyewhnologies is still in use by many national rsiiriés
of defence for defence research funding. The WE&®Gnomy of technologies contains about 200 teclyiedo
including underpinning defence technologies, weap@tems related technologies and technologies for
(military) products.

The stakeholder's platform for supply chain mappimgrket condition analysis and technologies opmities
(STACCATO) is a European Commission-financed ativiith the objective to prepare a proposal for a
strategic research plan for European security. ShCCATO taxonomy of technologies builds on tecloggl
taxonomies from WEAG and United Kingdom and corgabout 800 technologies in security context.

The European Security Research Advisory Board (EHBRhall make recommendations to the European
Commission in the field of strategic missions, eweas and priorities setting for future secudsearch
programs (Remuss, 2010). The ESRAB technologyhestefore is a basis for the security part of theofean
framework research program (FP7). It consists @fteshnologies in security context.

Each European member state has own technologyctiolis (lists or taxonomies) for D&S. In generadytare
created by ministries of defence and unfortunatedy are very often classified as restricted infation but
most of these technological collections are baseW&AG taxonomy like described above.

The Militarily Critical Technologies List (MCTL) ia compendium of existing goods and technologias th
would permit significant advances in the developmproduction and use of military capabilities otgntial
adversaries (Bradley, 1989). This technology listtains about 600 technologies in proliferationtoain
context.

The Developing Science and Technologies List (DS$1g compendium of scientific and technological
capabilities being developed worldwide that haeephbtential to significantly enhance or degradenul8ary
capabilities in the future. This list includes taologies from basic research, applied researctadwdnced
technology development and it contains about 96brtelogies in proliferation control context.

Further DSTL and MCTL are a basis for the techniclalgpart of the Waasmar List, the armaments export
control list for conventional arms and dual-usedpand technologies.

We have extracted technologies from EDA, WEAG, STXT O, ESRAB, MCTL and DSTL as structured
documents (XML). In our web application, they candelected by users to get a user defined techyolog
collection. The XML structure consists of an idéatiand a technology label.

4.1.2 Research Projectsfrom D& S

For our test and training set, we need D&S relatadlinnovative projects. They can be found in tinéedl
States Small Business Innovation Research (SBI&jrBm and the Small Business Technology Transfer
(STTR) Program. SBIR and STTR ensure that smajh4éch and innovative businesses are a significantt
of the United States federal government's resemmdhdevelopment efforts. Eleven federal departments
participate in SBIR and STTR programs awardingtfilbn to small high-tech businesses (Lockett,ggle
Wright, & Ensley, 2005). The central point in SBARd STTR research is D&S because of the heightcawar
amount of the Department of Homeland Security Bheironmental Protection Agency and the Departnoént
Defense divided in Air Force, Army, Chemical ana@Bgical Defense Program (CBD), Defense Advanced

10



Using LSI for Technology Classification

Research Projects Agency (DARPA), Defense Logigtigancy (DLA), Defense Microelectronics Activity
(DMEA), Defense Technical Information Center (DT]Oefense Threat Reduction Agency (DTRA), Missile
Defense Agency (formerly BMDO), National Geospatigklligence Agency (NGA) (formerly NIMA), Navy,
Special Operations Acquisition and Logistics Ce(8&DCOM).

The projects are published as non-proprietary tdxdata with title and abstract. The abstract ciagf terms
that represent the technological field as wellhasapplication field. Therefore, we use them tdate the
approach.

4.2 DataCharacteristics

In this study, we use the technology and projestdptions from Sect. 4.1. All descriptions areEimglish
language.

Table 1 provides summary information of the (ranjeselected) training and test set. The optimal SVD
dimension is calculated using the training setamnegression model is estimated. The test seeis tasshow
the success of the regression model compared toettpgent baseline as calculated from the relgisreentage
in Table 1.

Number of items Relative
percentage
Taxonomies / Technology lists 6
Technology descriptions 2900
Training set: Project descriptions480 80
Test set: Project descriptions 120 20
Total 600

Table 1: Overview on the data characteristics

4.3 Optimal dimension selection

The high number of 2900 technology descriptionlmameduced to a small number of sets of related
technologies because many of these descriptiortsidesqual technologies or similar technologiedewther
describe substitutive, integrative, predecessaosuocessor technologies. A human based evaluakintifies
the AUC for specific selected values of k. For otvedues of k, regression based interpolation éxlus
construct new data points between two known daita o

The number of selected semantic textual patterd® (@mension or rank k) is represented by the »saXhe y-
axis represents the cross-validated AUC (see Fidt 2an be seen that the AUC increases up taisieeof 200
semantic textual patterns. Using more than 200 sgoi@xtual patterns in the SVD model leads taghér
complexity of the model however, the cross-validad&C performance does not increase. Thus, thenpetex
k is set to 200.
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Figure 2: Calculating an optimal SVD dimension
The baseline has an AUC value of 50. It is alsodrtgnt to know that this approach outperforms thseline
even if a small value of k (at about 40) is selécte

4.4 Casestudy results

Here, an example for the results of this approagirésented. These example results confirm resudtgurther
knowledge structure based approach (ThorleuchttPael 2011). Unfortunately, that approach couldb®o
used for the evaluation because the precision ecallvalues are calculated based on a very simiadled of
technologies and projects.

A research project is used as described below200@ SBIR / STTR research project 57405 with tthe: i
“Tunable diode-pumped IR laser source” has thetdlg abstract: “The Space Based Laser (SBL) reguar
Low Energy Laser (LEL) system to serve as a hidhliy surrogate during startup and optical alignine
portions of test operations. In this proposal, vikdevelop a CW, diode-pumped solid state lasat ttan meet
the requirements for the LEL, namely a CW poweeléw the 1-10 W range, and wavelengths in the 2600
2900-nm region. The device, based on a direct gaeped Er:YLF crystal, is rugged, compact, tunabtel
well suited for space - based systems.”

The semantic approach has assigned this projecséd of 12 related technologies as mentioned lrteT2

Technology list / Technology label

Taxonomy

EDA Communications Systems — IR / Visible / UV
ESRAB Space Systems

WEAG Laser Sensors

STACCATO Space Based Lasers

STACCATO Communications systems - IR / VisibldV laser
STACCATO IR / Visible / UV laser

MCTL Laser Location Systems

MCTL Multispectral and Hyperspectral Space Seiss@tems

12
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Technology list / Technology label

Taxonomy

EDA Communications Systems — IR / Visible / UV
MCTL Space Laser Diodes

MCTL Tunable Solid-State Lasers

DSTL Excimer Lasers (LELS), Excimer

DSTL Free Electron Laser (FEL) (HPM NB Sources)

Table 2: Example of related technologies from défe technological lists and taxonomies

45 Comparing the performance of the approach

Besides evaluating the optimal performance ofdpigroach as based on the value of k, the overdbnpeance
of this semantic approach is also compared to traidrapproach by use of precision and recall messuBoth
approaches are comparable because they assigjeet jooa set of technologies.

For each of the 200 sets of technologies, the gicecand recall values for the semantic approaetestimated
by human experts as described in 3.3. Then, theageerecision and recall values are calculated.

We have defined a centroid classifier that assigpgoject to a technology if at least z% of alhsteed and stop
word filtered terms from one technology descriptémpear in the project description. If z is tog@&athen
probably we do not get many projects assignedtéezlanology in the learning phase. This decreasequhlity
of the corresponding centroid vector. If z is tomadl then probably we get many projects assignead to
technology that normally are not related to thahtelogy. This also decreases the quality of theesponding
centroid vector. The value of z is estimated byiman expert. Each centroid vectors representsa set
technologies. This is used for the calculationrefcgsion and recall values as described above.

For comparing, the F-measure is used because ipreeisd recall are equally important. The semaagticroach
gets a precision of 76 % at a recall of 48 % wiiike centroid approach gets a precision of 69 %ratall of 44
%. This leads to an F-measure of 59 % for the sémapproach in contrast to an F-measure of 54 e
centroid approach.

5 Conclusions

This paper proposes a new approach that clasajfigied science research projects according t@sponding
technologies of research-funding organizationsolftsiders that technologies are related duringtbeess of
creating an application. LSl is used to identifggh related technologies based on semantic tepdtierns
occurring in the technology descriptions. Projextatiptions - divided in training and test examplase
projected into the LSI subspace. They are also tesedtimate the parameters and to evaluate tpioaph.

As a result, it is shown that LS| as semantic dfi@ssion approach is suited to identify the rataships among
technologies because it considers well terms fitwartéchnology area as well as terms from the aguic field.
The automated identification of these semantidimiahips is not possible with knowledge structuased
approaches. Thus, the results contribute to thatiegiliterature concerning the application bassthhological
relationships.

Further, LSI is suited to assign projects to a dipeset of related technologies as represented sgmantic
textual pattern. Here, LSI also outperforms knowkedtructure based approaches that assign préjeeseh
technology separately. Thus, the results are hdipfuesearchers and research-funding planners.

Future avenues of research could be the use adipipioach in the field of explorative scenario-lase
technological roadmapping. This is because thisiBpeoadmapping approach considers the relatiqssh
between the investigated technologies during tbeqss of creating applications. Up to now, the tifieation
of relationships is done manually by human expditsit restricts this roadmapping approach to alsmahber
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of investigated technologies. However, using themated LS| based approach is helpful for identidyi
relationships and it probably enables the investigeof a large number of technologies.

For the case study, technologies from the fielD&E are selected. A further direction of reseascthie use of
different application fields to show the succesthif approach.
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