P W

UNIVERSITEIT
GENT

FACULTEIT ECONOMIE
EN BEDRIJFSKUNDE

TWEEKERKENSTRAAT 2

B-9000 GENT
Tel. :32- (0)9 —264.34.61
Fax. :32- (0)9 — 264.35.92

WORKING PAPER

|mproved Multilevel Security with Latent Semantic
| ndexing

Dirk Thorleuchter?

Dirk Van den Poel?

September 2012

2012/811

! Fraunhofer INT, Appelsgarten 2, 53879 Euskircl@ermany
2 Ghent University, Faculty of Economics and Busin@dministration, Tweekerkenstraat 2, 9000 Genlgigen,
http://www.crm.UGent.be

D/2012/7012/44



Improved Multilevel Security with Latent Semantic | ndexing

Dirk Thorleuchtet and Dirk Van den Pogl

! Fraunhofer INT, Appelsgarten 2, 53879 Euskircl@ermany
2 Ghent University, Faculty of Economics and Businadministration, Tweekerkenstraat 2, 9000 Gent,
Belgium

Abstract

Multilevel security (MLS) is specifically created protect information from unauthorized accesMLUS,
documents are assigned to a security label bystetitsubject e.g. an authorized user and basddson t
assignment; the access to documents is allowedroed. Using a large number of security labels teaal
complex administration in MLS based operating systeT his is because the manual assignment of dodsme
to a large number of security labels by an autlegriaser is time-consuming and error-prone. Thysantice,
most MLS based operating systems use a small nuofisecurity labels. However, information that aemally
processed in an organization consists of diffesensitivities and belongs to different compartmentsdepict
this information in MLS, a large number of secutibpels is necessary.

The aim of this paper is to show that the use tefitassemantic indexing is successful in assigremxgugal
information to security labels. This supports théharized user by his manual assignment. It redooa®plexity
by the administration of a MLS based operatingesysand it enables the use of a large number ofisgcu
labels. In future, the findings probably will leadlan increased usage of these MLS based opemtitgms in
organizations.

Keywords: Information Security, Text Mining, Dateogection, Decision support, Multilevel Security

1 Introduction

A well known problem in information security (Wrigl998) is the unauthorized access, use, dis@dosur
disruption, modification, or destruction of infortitm. The new challenge in protecting informatisritiat
current operating systems become more and moreolgetsic and that these systems are connecteddmplex
way to further operating systems e.g. via the mge(Moskovitch, Elovici, & Rokach, 2008). Duriniget last
decade, an increasing number of successfully psedesecurity attacks per year can be seen (Bomdamhli,
& Xue, 2009). It shows that today, operating syst&annot be protected against security exploitaume of
their inherent bugs and their vulnerabilities. Tinidudes external attacks as well as internati&staccurred by
e.g. unwitting user behavior (Mazzariello, Luti#gs].ombardo, 2011; Martinez-Moyano, Conrad, & Andars
2011; Chen, Chiu, & Chang, 2005).

The information flow of an organization is charaizied by receiving information from different soascand by
distributing information to different drains (AkallTang, & McMillin, 2010; Chou & Chen, 2006; Zhang
2007). This information normally consists of di#f@t sensitivities concerning data protection arfiorination
security aspects (Ford, Millstein, Halpern-Felsigehwin, 1996). As an example, strategic documents
containing a company’s strategy should not beibistied to customers or competitors. This speciffoimation
is more sensitive than information about a stangaoduct that is published e.g. on the company’ssite.
Some companies consider this aspect by assignfagration to a self-defined security grading eaprhpany
confidential’ (Dubash, 2011). Further, some govegntal organizations assign information to an adfici
security grading based on national or internatiagaéements for the protection of data and claskifi
information e.g. ‘NATO secret’ (Gericke et. al, Z)0

Besides assigning information to different secugitgdings, different compartments also have todmsidered
(Caroll, 1988). An example for this is that a compgets personal information from customers (eagn@, birth
date, earning, and credit card number). This palsgaformation consists of different sensitivitieg. a credit
card number is more sensitive than a surname. Hemnvehis personal information also belongs to &edsit
compartment than e.g. product or technologicalrinftion. In general, people should not be ablectess
information in compartments they do not belongegardless of whether the information is assignea to
security grading or not (Bell & LaPadula, 1976).

To ensure data protection and information secimignvironments with several security gradings sexeral
compartments, a certain organization-wide accessaqolicy is necessary (Ward, 2002; Pavlich-Meail,



Demurjian, & Michel, 2010). It describes how to Henwith different security gradings and with diffat
compartments. Further, it describes how to detegraotess rights, e.g. to prevent people from ob@imccess
to sensitive information for which they lack autization (Bell & LaPadula, 1973).

Operating systems that are based on multilevelrggdMLS) use such a (mandatory) access contrétpo
(Lunt, 1989; Shaikh, Adi, & Logrippo, 2012). Thegable the processing of information without causing
security compromise. Thus, MLS protects an opegatirstem from external security attacks as wefi@s

internal security attacks. This includes unwittirsger behavior by preventing users from obtainirgesas to

information for which they are not authorized (B&ILaPadula, 1976). Example for these specific apieg
systems are Secure VMS, BAE Systems XTS-400, Sa@nsons of Windows Vista and Linux, Trusted
Solaris, Compartmented Mode Workstation, etc. (&erkt al., 2009).

A disadvantage of these operating systems isttleatiandatory access control policy enforces a ntanua
assignment of documents to a security grading amhé or several compartments by an authorized user
(McLean, 1985; Obiedkov, Kourie, & Erloff, 2009)hi results in a high complexity by the administnatof
these systems and in a low usability (PfleegerRiteeger, 1990) especially by using many securiagipgs
and many compartments. Therefore, these systenmaratg applied in practice (Holeman et al., 2002)ey
can be found in specific governmental environmerygsin military (Von Solms & Geldenhuys, 1999)iror
financial environments e.g. stock market transastigjaerland, 2006) where security is much morgdrtant
than administrational complexity.

As described above, a large number of securityiggacand of compartments is necessary to depict the
information flow of an organization in MLS. Thustims paper, a high granular MLS approach as veelagent
semantic indexing (LSI) as text classification noetblogy is introduced (see Sect. 2). A methodoisgy
contributed in Sect. 3 and based on this, a casly $¢see Sect. 4) shows how LSI can be used toosufhe
assigning of textual information to a security gngdand to compartments in MLS.

As a result, it can be shown that text classifaratielps the authorized user to administrate aratipg system
based on the high granular MLS approach. This esladministrative complexity by using a large nundje
security gradings and compartments. It also englagsprotection and information security for thesrmation
flow of an organization. Thus, the distinctive f&@tand main contribution of this paper is to pspa LSI
approach in the field of MLS to make an increassagige of these MLS based operating systems po$sible
commercial and governmental organizations.

2 Background

In this chapter, the access control policies usddLS are described and the predominant model fomdatory
access control is introduced (see Sect. 2.1). Eyréhhigh granular MLS approach is formalizeds lised to
separate information of different security gradiagsl different compartments as introduced througaxample
in Sect 2.2. Additionally, LSI as text classifiaatimethodology is introduced that enables the assgt of
textual information to a security grading and tonpartments (see Sect. 2.3).

2.1 Multilevel security

MLS describes the capability of a computer systemetwork to process information with different gety
gradings as well as with different compartmentsldb prevents users from obtaining access tormdton for
which they lack authorization (Bell & LaPadula, $37In MLS, information is stored in objects analeabject
is assigned to a security label. Additionally, &jsat represents a user or an active entity - aischprocess — in
MLS. Each subject is assigned to a clearance $halso represented by a security label.

To implement MLS in an operating system, a mangadocess control policy (Lunt, 1989) normally i®ds
Access to objects is only allowed by a strict pptigat is enforced by the system. Subjects canmage neither
this policy nor access rights for own objects. Thandatory model is in contrast to discretionaryeis where
a subject - who is the owner of an object - is oasjble for the allowing or denying other subjeatsess to this
object. However in practice, the use of a discretig model often leads to ad hoc decisions by iddal users
concerning access rights. Therefore, mandatory te@ie more reliable than discretionary modelstaed
access to information is easier to control (Li, RuNong, 2007).

A predominant model for mandatory access contrtiiésBell-LaPadula model (BLPM) (Bell and LaPadula,
1973) that is the formal security policy of the 3ted Computer System Evaluation Criteria (OrangekiBo



(Chokhani, 1992). The BLPM as well as its dual Bibadel (Biba, 1977) uses security labels from diglhr
ordered universe that is named a lattice. An infdirom flow is only allowed within the lattice. Tipartially
order of the security labels determines the degf@bject's security or subject's clearance. A sgclabel
consists of two categories: The security categalgo(known as security level or security gradira)sists of a
hierarchical structure e.g. top secret > secrairnfidential > restricted etc. The needs-to-knovegaty (also
known as compartmented information) consists ofifigerestrictions e.g. US eyes only, personal cartipent
only, atomic, crypto etc.

Normally, a practical implementation and administraof MLS based operating systems with a mediom t
large number of security categories and of needsywav categories causes performance problems beadus
the linearly grows in the number of security catégoand the exponentially grows in the numberasds-to-
know categories (Obiedkov, Kourie, & Erloff, 2008pr example, if a lattice contains five securigéyegories
and five needs-to-know categories then the numbseaurity labels equals 160. This is calculatedhey
cardinality of the power set of five needs-to-kncategories (32) multiplied by 5 security categorigsing a
number of ten security categories and ten nee#tsd@+ categories already leads to 10.240 secutiisa
Additionally, the number of objects in a systeng(@lata, files) could be very high. The (manuasjgrsment by
an authorized user (a trusted subject) of a lawgeber of objects to such a large number of seclatigls is
time-consuming and error-prone. This explains véttide-based access control models in practicahrese
restricted to a very small number of security lal{@fleeger & Pfleeger, 1990; Holeman, Manimaroavib, &
Chakrabarti, 2002).

In lattice-based access control policies that baseBLPM two fundamental precepts can be foundsthyirit is
not allowed to read up (Lindgreen & Herschberg,4)9%his means a subject cannot read informatiahithof
a higher security category than the subject's ateas. For example, a subject (e.g. a program) seithet
clearance must not read information classifiecbpssecret. Additionally, subjects must not be ablead
information in compartments to which they do notdaccess. Secondly, it is not allowed to write dow
(Anderson, Stajano, & Lee, 2002). Subjects on yistesn must not be able to write information in atgethat
are labeled by a lower security category then ¢oeisty clearance level of the subject. For exampleubject
with secret clearance must not be able to writeesécformation into a confidential object. To alleuch an
action would cause a security compromise that meanmauthorized access to information (Bell & LaiHa,
1973). Using these two precepts, a confidentiglestliust not be able to read from a secret olgjedta secret
subject must not be able to write (secret) infofamain a confidential object. However, with thesstrictions
both subjects are not able to exchange informatido transfer a secret object e.g. from the sdevet to the
confidential level. Therefore, with BLPM it is npbssible to depict the information flow in an orgation
where information is very often exchanged or trarrsfd to persons with different security cleararaes
described in Sect. 1.

To bypass these restrictions, Gericke et al. (2p@&)ose the use of a more granular view on trarnimétion.
This is because a secret object (e.g. a text) pigltantains secret information as well as uncfassi
restricted, or confidential information. If textqaises (e.g. a paragraph / a section) from a sextedre
identified, which can be classified e.g. as confidd then these text phrases can be transferréteto
confidential level without causing a security coompise. In Gericke et al. (2009) this requiremersasfied by
a security gateway where the transferred informnaanonitored at the interfaces. The informat®displayed
on a viewer and manually analyzed by an authoniied. As a result, the authorized user has toifgenkt
phrases in a text that can be assigned to a ditfeexurity label than the text itself and if neaay, he has to
change the labels of these text phrases manually.

This cannot be realized with a MLS approach thagised on BLPM where the classification of the dbje
equals the highest security category and the umfiafi needs-to-know categories of the informatitored in
this object. The granularity of an object is nofimked in BLPM (Lindgreen & Herschberg, 1994). Itelature,
examples can be found that identifies an objedi aisegment that may be a file or a multiple vadeiéBell &
LaPadula, 1976, Saltzer & Schroeder, 1975). Howevest of the approaches identify an object akea fi
(Landwehr, 1981; McLean, 1985; Feiertag, LevittR&binson, 1977).

A high granular MLS approach has been introducethbyauthors (Thorleuchter & Van den Poel, 2011c;
Thorleuchter, Weck, & Van den Poel 2012a; ThorléechNeck, & Van den Poel 2012b) that focuses
specifically on textual objects and uses an in@eaganularity (sections, paragraphs, text phrasess,
syllables, or signs). This approach contributem&abjects as a list of objects with different saégwcategories
and different sets of needs-to-know categoriesohtrast to objects from BLPM, frame objects areassigned
to a security label that means each subject isvaliato access a frame object but subjects do natroaccess to
a single object inside a frame object if they lackhorization. Therefore, a frame object createts ter files that
contain textual information from different securégtegories and needs-to-know categories.
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The increased granularity of this manual approaabkes workflows and the exchange and transfer of
information. Further, it separates text patternsest in objects according to their security lab&hese text
patterns can be used as training and test exargpléext classification to enable an automatic gresient of
texts to security labels.

2.2 Formal description of a high granular ML S ar chitecture

The authors have introduced a high granular MLS@gagh (Thorleuchter & Van den Poel, 2011c; Thorhter
Weck, & Van den Poel 2012a; Thorleuchter, Weck, @&\den Poel 2012b). Below, the formulization is
summarized in five aspects: frame object, objeztegories, reading, writing, and deleting.

Definition 1 (Frame object): Let O{i,j} be an obje@ata, files, and programs of the MLS based dpeya
system that are not in execution). Letbe a frame object. 0 N is defined as the number of frame objects in
a MLS based operating system and{1,..,n}. m; O N is defined as the number of objects itfGand jO {1,..,

m;}. Then, a frame object is defined as a list ofeat§ by

O =[Ofi,1}, .., Ofimi}] 1)

Definition 2 (Categories): C is defined as a clsaiion category (security level) and® is defined as the
classification category of an object O{i,j}. K i®fined as the needs-to-know categories and P isawver set.
Then, PR represents the power set of all needs-to-knowgoaies of an object O{i,j}. D& 0 {true,

false} is defined as the deleting category of ajecthO({i,j}. The categories of an object O{i,j} care defined by

(O} PO | Dl 2)

Definition 3 (Reading): A subject S{k} is defined process or program in execution. It consists sHaurity
category (subject’s security clearance) and of ss¢edknow categories (the compartments to whichlgest is
authorized to access): {8, PKS™). p 0 N is defined as the number of subjects in the \daSed operating
system and kI {1, ..., p}. Subject S{k} is allowed to read in @t O{i,j} if and only if

(CM > Oty A (PKOM O PK) A (DePi = false) (3)

Definition 4 (Writing): Let an object O{i,jE [data{i,j,1}, .., data{i,j,q;}] be defined as a list of data units. Data
units can be images, lines, sentences, text phraseds, syllables, signs etc; @ N is the number of data units
in an object Ofi,j}. Let IO {1, .., q,} be the position where a subject S{k} intents isert content. Ow{i,j,I} is
defined as a writing split on position | of an atij&{i,j}. It consists of a list of three objectOw(i,j,I} =
[Ow1{i,j}, Ow2{i,j}, Ow3({i,j}] [ with Owi{i,j} = [data{i,j,1}, ..., data{i,j,I-1}] and Ow3{i,j} = [data{i,j,I}, ...,
datafi,j,q,}]. Further, Ow2{i,j} O O is an empty object. Let the classification catgg@®""# = CO*3} =
cOl}y of object Owi{i,j} and of object Ow3(i,j} be equi4o the classification category of object Ofi,JJet the
needs-to-know categories (PR = prO"3il = pOilH) of object Owi{i,j} and of object Ow3{i,j} be equiao
the needs-to-know categories of object Ofi,j}. tle¢ deleting category (D&} = Def*3} = pePlilt) of
object Ow1{i,j} and of object Ow3({i,j} be equal tthe deleting categories of object O{i,j}. Let thiagsification
category (€"2} = ¢35 of object Ow2{i,j} be equal to the classificatieategory of subject S{k}. Let the
needs-to-know categories (PR} = pPk5™) of object Ow2{i,j} be equal to the needs-to-knoategories of
subject S{k}. Then, subject S{k} is allowed to waitn object Ow2{i,j} and thus, in O{i,j} if and omlif

Del’} = false (4)

After writing, the corresponding frame object idided as a list of objects where the object O{igleplaced by
the writing split object Ow{i,j,I}.
O =[0{i,1}, ..., O{i,j-1}, OW{i,j,I}, Ofi,j+1}, ..., Ofi, m}] (5)

Definition 5 (Deleting):

Subject S{k} intents to delete a list of data urdata{i,j,x}, ..., data{i,j,y}] O O{i,j} from object Ofi,j}. x O
{1,...,0,;} is the start position, Y1 {1,...,q;;} is the end position, andx x. Od{i,j,x,y} is defined as a deleting
split from position x to position y of an object i(J}. It consists of a list of three objects: Od{,y} =
[Od1{i,j,x,y}, Od2{i,j,x,y}, Od3{i,j,x,y}] with Od1 {i,j,x,y} = [data{i,j,1}, ..., datafi,j,x-1}], Od2{i,j,x,y} =
[datafi,j,x}, ..., data{i,j,y}], and Od3{i,j,x,y} = [data{i,j,y+1}, ..., datafi,j,q;}]. Let the security category



(COMHxY} = COa20ixy} = COMBIXYE = COHY of object Od1{i,j,x,y}, object Od2{ij,x,y}, anaf object
0d3i,j,x,y} be equal to the security category dfject Ofi,j}. Let the needs-to-know category (P!> =
PKOdIXYY = pOUstix} = pROUY of object Od1{i,j,x,y}, object Od2{i,j,x,y}, anaf object Od3{i,j,x,y} be
equal to the needs-to-know categories of objectjOfiet the deleting category (D>} = pefPd2tiixy} =
Del?®0ix% = pePlidty of object Od1{i,j,x,y}, object Od1{i,j,x,y}, anaf object Od3{i,j,x.y} be equal to the
deleting categories of object O{i,j}. Then, subj&k} is allowed to delete content in object Od®4,y} and
thus, in O{i,j} if and only if

(COH) < My A (PKOW [ PKSM) A (DelP = false) ®)

After deleting, the deleting category of object §{is set to true (Dél"? = true) and the corresponding frame
object is defined as a list of objects where theaO({i,j} is replaced by the deleting split obje@gefi,j,x,y}}.
O™ =[Ofi,1}, ..., Ofi,ji-1}, O aefij,x.y} , Ofi,j+1}, ..., Ofi,m }] (N0

The high granular MLS approach enables editingozfudnents by persons with different security cleaearand
it enables the exchange of information or the fiem® persons with different security clearandesexplain
this, a simple example for the contribution of diffnt sensitive information based on the granylaéntence’
is presented below.

This hew groject will prove the feasibility of manufaciuring a
micra JP8 fuel reformer fo produce high-gualty hyvdrogen gas of
150 o af 5000 P5Si The JFS fuel reformer system will fit on a
light duty truck and will be self-contained, requiring only JPE fusl
and ambient air to operate. It will use no consumables and
produce no waste streams other than diesel engine exhaust
fumes. The sysiem will be capable of producing over {5 sefim of
hvidrogan, aflowing the filling of four standard hydrogen gas
cyvlinders per hour,

Figure 1: This text contains text phrases clagbifie company confidential (in underlined print)aadl as
unclassified text phrases. A person who has awhtion to access on this classified information se@ the text
as presented.

People from research and development departmentofmpany add information that is classified as pramy
confidential (in underlined print) to a text thatunclassified (see Fig. 1). A person who has aizt#tion for
company confidential information can see the cfesbinformation as well as the unclassified infation in
the text. Using the standard BLPM, this text cassi$ one object that is classified as companyidential in
total and only persons that have the correspordesyance can access to the document. Using theghégpular
MLS approach, all persons can access this textheuext is presented to persons in different wape. text is
represented by a frame object'©that consists of three objects. O{i,1} containe finst sentence, O{i,2}
contains the two sentence in the middle of the & Of{i,3} contains the last sentence. The sécadtegory
of O{i,1} and of O{i,3} is company confidential. Thsecurity category of O{i,2} is unclassified. Arpen with
security clearance for company confidential isvald to view all three objects (see Fig. 1). Fighdws how a
person who lacks authorization to company confidémtews the document because the person is dioywed
to view the unclassified object O{i,2}.

e, The JPE fuel reformer system will fit on a
light duty truck and will be self-contained, requiring only JFPS fuel
and ambient air to operate. It will use no consumables and
produce no waste streams other than diesel engine exhaust

FUTI S | e e e e e

Figure 2: This is the same text with company caariithl text phrases as shown in Fig. 1. It is presgin a
way how a person without authorization (e.g. a retnk professional) sees the classified documarthis
form, the information is released to publish engthie internet. Then, information security compreasi(e.g. by




publishing company confidential information on canpg’s website) do not occur because the high gaanul
MLS approach prevents the marketing professiomahfobtaining access to company confidential infdiroma

As an example, a marketing professional receive®tter to publish the unclassified informatiomfrthis text
in the internet. If he lacks authorization for canp confidential information, then the high gramiN&LS
approach prevents him from obtaining access to emmponfidential information and therefore, he @nn
cause a security compromise by publishing thesteseas on company’s website.

2.3 Text classificationin MLS

Text classification aims at assigning pre-definkedes to text documents (Thorleuchter, Van delh Roe
Prinzie, 2010d; Ko & Seo, 2009). By applying tekdssification in MLS; a class can be defined asausty
label. However, the use of a large number of sgclabels in MLS probably causes performance proklen
text classification methodologies because of thgelmumber of classes. Further, each class nemitsimum
size of training examples to represent the claspaaty. If the number of classes is too large théLS based
operating system probably does not contain enobggtts associated with each specific security label

Alternatively, each security category can be regmeedd by a class and additionally, each needs-eavkn
category can be represented by a class, too. &tiixes the number of classes in total. Additiondtlg number
of objects associated with a specific security @atg or with a specific needs-to-know category iscimlarger
then the number of objects associated with boipéaific security label). Thus, classes can besssmted more
properly by using security categories and needgitiw categories as classes.

Assigning an object to a security category or alege-know category depends on aspects of meaningdb
on aspects of words (Thorleuchter & Van den Pd#l1B). A single word will never be classified eag.secret
but the semantic meaning of several words thatraogether in a text pattern probably will be (Tleochter,
2008). Thus for text classification in MLS, it important to recognize that two objects share the@of
meaning even if they do not share a single words Tan be done by identifying and comparing undiegly
dimensions of meaning from the objects (Park, Kdhopi, & Kim, 2012). Then, an object can be assigoetthe
same class as a second object if their dimensibmeaning are similar.

A classification that considers aspects of meanannot be done by use of knowledge structure appesee.g.
Decision trees, support vector machine (SVM), n&@ages classifier, k nearest neighbour (k-NN) dfasdion
(Shi & Setchi, 2012; Lee & Wang, 2012). These apphes are frequently used in literature (PalmieFidre,
2010; Herranza, Matwin, Nind, & Torra, 2010) howetley do not identify the underlying dimensions.

The identification of underlying dimensions fronetpatterns of word usage in objects can be done by
computational techniques that base on statistizalguiures using some variation of eigenanalysie (eiectors)
(Jiang, Berry, Donato, Ostrouchov, & Grady, 199901 Chen, & Xiong, 2011). It is important to knowat the
dimensions do not represent the words that ara wbgct but they represent the words that mighnlibe
object (Thorleuchter, Van den Poel, & Prinzie, 20lorleuchter & Van den Poel, 2012c). Thus, arecbihat
is similar to a secret object can be classifiedezset even if it consists of different words thia not equal to
words in the secret object (Tsai, 2012; Christitentzas, & Apostolou, 2012). A well known techréqof
these eigensystems is LSI. After extracting a lamgmber of underlying dimensions of meaning, LSluees
the number of dimensions to get a manageable féhor{euchter, Van den Poel, & Prinzie, 2012).

3 Methodology

3.1 Overview

Sect 2.1 describes the problem of a MLS based tipgrsystem where the authorized user has to assigme
number of objects to a security category and talsde-know categories and thus, to a security lakied
proposed methodology based on the high granular Bfoach as described in Sect. 2.2. It uses LSI as
described in Sect. 2.3 to support the authorized log his manual assignment.

This methodology uses textual information from abgestored in a high granular MLS based operatystes.
Since these operating systems do no exist; we ae# developed converter based on the formuliratidSect.
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2.2 to emulate a high granular MLS based operaystem. The converter uses documents in ‘edit masle’
input information edited by different persons wdifferent security categories and needs-to-knowgates.
Each document is split in several objects and eagct consists of textual information that ocagedther in
the corresponding document and that is assigndteteame security categories and to the same nhedaew
categories. As an example, the text in Fig. 1 i spthree objects. The first object contains finst sentence
and the third object contains the last sentenceevie security category is company confidential ameeds-
to-know category is not given. The second objeataios the two sentences in the middle of thewddre the
security category is unclassified and a needs-twkeategory is not given, too. Thus, each objeassgned to
a specific security category and to a needs-to-kcategory (if available). They are divided in drihag set and
a test set and they are also pre-processed byf teset onining methods (see Sect. 3.2). A term-albijeatrix
based on the training set is created that is usatentify the latent semantic patterns of thenirgj objects. The
test objects are projected into the same latenasonconcept-space (see Sect. 3.3). A logisticession model
is built on this concept-space matrix. It showg that objects can be assigned successfully teafspsecurity
category and to a needs-to-know category (see $d3t.The results are evaluated by comparing tteetine
frequent baseline and to results from SVM (Suppextor Machine) classification (see Sect. 3.5). Bighows
the methodology of this approach.

e

Documents in
‘Edit Mode’

| High Granular MLS Converter |

Training Examples

Preprocessing

Test Examples

Preprocessing

Website Wyehsite
) 4
£ LS| = .
Fi —» 5 Projection in the same
= [ semantic subspace
Rank r Fankk=r

LS| = Latent semantic indexing
CV = Cross-validation

Modeling technigue

Evaluation

Figure 3: Methodology of the approach

3.2 Preprocessing

Objects created from the high granular MLS convestasist of textual information. Text preparatand term
filtering is used to create a term vector in vecijoaice model for each object. The size of the ved¢so
determined by the number of distinct terms in tbidection of all objects. Weighted frequencies ased instead
of raw term frequencies for the vectors’ componehte term vectors are used to build a term-by-@hjatrix.

3.2.1 Text preparation

The raw text is cleaned in a first step by remowsogpting code, tags, images etc. Further, specifaracters
are deleted. We use a dictionary to correct tygulycal errors (Thorleuchter, Van den Poel, & Penz010a).
In a second step, the text is tokenized that migasmsplit in terms where the term unit is wordl #rms are
converted in lower case and in a capitalized §igh.

3.22 Temfiltering

We use term filtering to reduce the number of défe terms (Thorleuchter, Van den Poel, & Prin2i&1 0b).
Stop word filtering is done to identify terms tlaae non-informative (Thorleuchter & Van den Poél].2a).



Further, part-of-speech tagging assigns termssimtactic category and terms that belong to a peategory
also are non-informative (Thorleuchter, Van denlP&drinzie, 2010c). Half of all terms in the oatition of all
objects appear only once or twice (Zipf, 1949; Zdngan, Cao, & Wu, 2012). They are also non-infdivea
terms. These non-informative terms are discardbd.Mumber of different terms can be reduced fufblyeerm
summarizing. Terms are converted to their stemdgyaf a dictionary or (if not in the dictionary) bge of a set
of production rules as described by Porter (1980).

3.2.3 Term vector weighting

After text preparation and term filtering, a terector in vector space model can be build. Howetheruse of
weighted frequencies for the vectors’ componeraddeo significant improvement (Sparck Jones, 19X3)
component of a vector has a large weight if theesponding term occurs frequently in a small nunafer
objects but rarely in the collection of all obje¢&alton & Buckley, 1988). We defingvas the weight that is
assigned to term i in object j. Further, n is thenber of objects and m is the number of termsénviictors (m-
dimensional term vectors). Then, @fthe number of objects that contain term i (Gl@&miu, & Chang, 2005).
We calculate the weight by term frequengytimes inverse object frequency;idivided by a length
normalization factor (Salton, Allan, & Buckley, 199

_ tf,; Llog(n/df;)
Wii = m 2 2
[t 2 log(/df, )

1)

3.3 Concept identification with LSl and singular value decomposition

The term-by-object matrix is of high dimensionalitycause it is based on the size of the term \v@ator
calculated by the number of distinct terms in thiection of all objects. Most values of the mattbmponents
are zero thus, the high dimensionality can be reduchis leads to a semantic generalization arustel
identify the underlying semantic textual pattemshe objects. We use LSI combined with singuldnea
decomposition (SVD) as method for this reduction.

A is defined as the term-by-object (m x n) matnix a is its rank (£ min(m,n)). The SVD of A is a product of
three matrices. The first matrix is the term-cona@milarity (m x r) matrix U. The second matrixtte diagonal
(r x r) matrixZ containing positive singular values of matrix AeTthird matrix is the concept-website
similarity (n x r) matrix V.

A=UZVt )

We reduce the rank r of A to k by considering tingt k (k< r) singular values i&. Further positive singular
values are discarded. As the selection of k igcatifor the predictive performance, we create ssEvank k-
models on the training examples. The most favoeratidel is selected. Then, a prediction model il (aee
Sect. 3.4) that integrates the test examples h@ame semantic subspace (Deerwester, 1990).

3.4 Prediction Modelling

Logistic regression is used for prediction modgllased on the maximization of a maximum likelihood
function (Allison, 1999). We use logistic regresslmecause of its conceptual simplicity (DeLong, Ded), &
Clarke-Pearson, 1988) and its robustness concetinéngredictive results (Greiff, 1998).

Let T ={(x,y;)} be a training set and let i = {1, ..., n} be mdlex. Then,X & R" is an n-dimensional input
vector (a concept-object vector) as representétivthe impact of objects on the concepts. Furthes the

parameter vector andows the interceptX, € R" represents the input data atyg €{0,1} represents the

corresponding binary target labels (textual infation from an object is assigned to a specific sgclabel or
not). Then, logistic regression estimates the godiba P(y = 1| X) by

1
1+exp(—(Wo +Wwx)) -

P(y=1]x)= (3)



3.5 Evaluation criteria

The aim of the prediction model is to show thagtatsemantic concepts from the objects can be fosesh
assignment of objects to a specific security la¥d. evaluate the prediction model to show its ss&cEor this,
well-known criteria are used: the cumulative fifte precision and recall, the sensitivity and djp@Eti, and the
misclassification rate.

The most commonly used performance measure isfthledt measures the increase in density of objdtit are
successfully assigned to a security label reldtvilie density of objects that belong to the séglabel in total.
Based on the objects that belong to the secutiggl AP (true positive) is defined as the numberasfectly
assigned objects and FN (false negative) is defasetthe number of incorrectly assigned objectseBas the
objects that do not belong to the security lab8l,(ffue negative) is defined as the number of ablyassigned
objects and FP (false positive) is defined as timaber of incorrectly assigned objects. The serisitiv
(TP/(TP+FN)) is defined as the proportion of pesitcases that are predicted to be positive, theifgpey
(TN/(TN + FP)) is defined as the proportion of niédgmcases that are predicted to be negative, réagigion
(TP/(TP+FP)) is defined as a measure of exactrefidality, and the recall (TP/(TP+TN)) is defined a
measure of completeness (Jones, 1972).

The receiver operation characteristics curve (R(ah Erkel & Pattynama, 1998; Halpern et al., 1986n
two dimensional plot of the sensitivity versus fesificity) is used to calculate the AUC (area urtie ROC).
The AUC is a well-known measure to compare theguarédnce of binary classification models (Hanley and
McNeil, 1982). For the calculation of the optimainmber of concepts a cross-validated misclassiboatate is
used.

The frequent baseline as calculated from Tableukesl as baseline for the evaluation. To compareds$ults to
existing text classification approaches, a suppector machine (SVM) classifier is used, too. Fachesecurity
label, a SVM (Palmieri & Fiore, 2010) separateseotyj that are assigned to this security label fobjacts that
are not assigned to this security label in a trgjmihase. Then, a hyperplane, which is locateddsithe
positive and negative training examples, is deteechiby a small number of training examples (suppectors)
and the test examples are assigned based on fiespigne.

4 Case study

41 Overview

The aim of the case study is to show that LS| aanded to support the authorized user by the adtration of
a high granular MLS based operating system thahmbg assigning objects to a security categorp meeds-
to-know categories. To select an application ffelda case study, three conditions have to be densi: the
information has to be available, subjects and dbjeave to be determined concerning their categédrie
clearances, and the number of test and traininmpbes has to be sufficiently high for a statistieahluation.
All three conditions are fulfilled by selecting thpplication field ‘defense based research andchtgoly’.
German Ministry of Defence (GE MoD) provides théhaus about 800 textual documents from 2000 to 2006
dealing about the planning of research and teclgydior GE MoD. The documents are available for the
evaluation because they are not subjected to a@abfecurity grading based on national or intéorel
agreements for the protection of data and classifitormation.

Some textual parts of the documents are sensiéeause they deal about technological areas thaff &erman
national security interests. In these areas, theptete know-how for processing research and tecigyol
projects has to be nationally available. This edehithe processing of collaboration projects witithier nations
where the technological knowledge is split amorgyrtations. National security interest is in corittaghe
European or to international security interest whmojects normally are processed in collaboratih further
nations.

The documents are written by use of Microsoft Wand they are available in ‘Edit Mode’. Several pess
from different departments of GE MoD as well agrirseveral subsidiary departments have edited the
documents. The structure of these departmentssiexian technological areas. Thus, departmentsean b
assigned to technological areas related to natiewalrity interest or to European or to internatl@ecurity
interest. Based on their affiliation, some auttafrthe documents are assigned to a security clearim
national security interest. Thus, in this case stud consider two security categories ‘nationausieg interest’
and ‘unclassified’ and we do not consider needkrimw categories. This reduces complexity and itiegsthat
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the number of test and training examples is suffity high for an evaluation. Further, a succedsiiuhry LSI
classification (a training object can be assigmedational security interest or not) shows theifelity of the
proposed approach.

Most documents contain several technologies anddited by authors with the security clearancenfiional
security interest as well as by authors withoutstheurity clearance. The documents are not prodessehigh
granular MLS thus, a self-developed converter eédus emulate this considering the formulationhef high
granular MSA (see Sect. 2.2). As a result, eaclighent is split in many objects and the objectsaasigned to
a security category based on author’s clearance.

After converting, the 800 documents are split #t@6 objects. These objects are randomly splittiaioing
and test set. The training set is used to obt&mgtimal SVD dimension and the model estimatedievhe test
set is used to validate and compare the differattals. The data characteristics are shown in Thble

Number of  Relative
objects percentage
Training set:
National security interest 392 19
Unclassified 1671 81
Total 4126
Test (incl. Validation) set:
National security interest 392 19
Unclassified 1671 81
Total 4126

Table 1: Characteristics of national security iegtrdocuments and unclassified objects

A LSI based binary classification model is createat. evaluation purpose, a SVM based binary cliassion
model is created, too. Both models assign the thjeca security category ‘national security ins&rer
otherwise to unclassified.

4.2 Optimal dimension selection and interpretation

The rank of the high dimensional term-by-objectnwas reduced to obtain the optimal number of SVD
dimension (concepts). Thus, a cross-validationgulace on the training data was applied (Thorleuchte
Herberz, & Van den Poel, 2012; Thorleuchter & Vam &Poel, 2012a). The x-axis in Fig. 2 represems th
number of concepts and the y-axis represents tesaalidated misclassification rate. It can bengbat in the
range of 1-20 concepts, the cross-validated misifieestion rate was decreasing rapidly. From 20ceqts on,
it was decreasing less rapidly, while in the regioound 60 concepts, the cross-validated performams
stabilizing. Including more than 60 concepts resuiih a more complex prediction model, while the
misclassification rate hardly decreased. Thus,@®epts were chosen as the optimal number of Syfi2nision
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in our study. At this point, a good balance wasexdd between the number of concepts and the pineglic
performance.
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Figure 2: SVD Dimension

Each calculated SVD dimension represent the abbaeee frequent occurrence of several terms in @tbb
that can be used to assign this object to the gg@ategory national security interests. The terepmesent
words in German language and in stemmed form beca@erman stemmer is used as described in S2&. 3.
We translate the terms to the English languagedegmt examples for the interpretation of somelsisyD
dimensions.

A. To show the important results in detail, threeups of terms that are representative for thédnat security
interests’ objects are presented below:

Al. Electronic (including electronics, electronigattc.) and warfare are two terms that occur abzhance
frequently in objects assigned to national secumitgrests together with the following terms innsteed form:
optronic, intelligent, digital, receiver, millimatesub-millimeter, frequency, band, radar, infrareambat,
attack, protection, spectrum, energy, etc. Thesatascribe the research area of electronic wavfheze
research projects normally are processed natianally

A2. Intelligent and ammunition are two terms thetur above-chance frequently in objects assignedtional
security interests together with the following terin stemmed form: energetic, materials, weapdacef
precision, guided, etc.. The terms describe the afarea of weapon and ammunition systems. Motteof
research projects in this area are not processeallaboration projects.

A3. Protection and decontaminate are two termsdbedir above-chance frequently in objects assigmed
national security interests together with the fallog terms in stemmed form: automatic, portablel-tene,
diagnosis, nuclear, biological, chemical, biotedbgy, etc. The terms represent the area of defagamst
nuclear, biological, and chemical threats. Based strategic decision of MoD, the know-how in taisa has to
be nationally available.

B. Furthermore, three groups of terms that areasgtative for the unclassified sections are pteddrelow:
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B1. Architectures and modeling are two terms tlzaio above-chance frequently in text patterns ef th
unclassified objects together with the followingnts in stemmed form: data, information, fusion, idation
software, communication, environments, radio, eptioy, etc. The terms describe the area of comnatipits
and simulation where most of the research progetsollaborative that means they are processedhtegwith
other nations and thus, they are unclassified.

B2. Unmanned and system are two terms that ocaweabhance frequently in text patterns of the wsifeed
objects together with the following terms in stendnfierm: armours, visibility, reduction, sense-anabid,
unmanned, intelligent, multifunctional, materigksnperature, propulsion, fuel, cell, etc. The terepesent the
area of platforms where mainly collaborative reskas done and thus, the projects normally areassdied.

B3. Personal and protection are two terms thatrogloave-chance frequently in text patterns of thelassified
sections together with the following terms in stesainfiorm: textiles, sensors, integrated, computing,
communications, soldier, electric, energy, indiatypassive, management, human, factor, etc. Theste
represent the area of soldier technologies whest ofdhe research projects are unclassified, too.

4.3 Comparing predictive performance

Fig. 6 and 7 show that the predictive performarfabe regression model (test set) significantlypeutorms the
baselines.

The cumulative lift curve of the test set lay abtive SVM baseline and above the frequent baseline,
respectively. Thus, LSl is able to identify morasdified sections than the baselines within a fipg@rcentile,
e.g. the lift value in the top 30 percentile in@emfrom 1 (frequent baseline) and 1.66 (SVM biasgto 1.79
(test set). The ROC curve of the test set lay albloedaselines and the ROC curve of the test setased
further from the frequent baseline than that of$v baseline. Thus, the AUC of test set (81.36aiger than
that of SVM baseline (72.42). This improvementig;mgicant. This shows that the LS| model is aldébetter
distinguish ‘national security interests’ objeatsm unclassified objects than the SVM model.

— - -Test Set SVM Baseline Frequent Baseline
2
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— — - .
\ ~
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\ .
E N,
S 14 <
3= ~
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\ ~
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Figure 6: Lift for the logistic regression model
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Figure 7: Sensitivity / Specificity Diagram

5 Summary and conclusions

In an organization, information is received fromesal sources and distributed to several drainac€ming
data protection and information security, this mfation consists of several different sensitivitigscurity
categories) and compartments (needs-to-know caesjomo depict this information flow in MLS opeirag
systems, a large number of security labels is macgsvhere an authorized user has to assign infaméom
objects to a large number of security labels. Téasls to a high complex administration of MLS baspdrating
system. Additionally, to realize an information baage between subjects of different security clezgs, a high
granularity MLS approach is necessary. With thigrapch, text pattern that represent classifiedrmédion can
be separately stored in objects labeled with tlieesponding security labels.

As text classification methodology, LSl is presenteat classifies information concerning their aspef
meaning. LSI is used to recommend the assigningfefmation to a specific security label as decissaipport
for the authorized user. In a case study, it isshthat a logistic regression model based on LSuiessful in
this assigning.

As a result, LSI can be used to support the awthdruser by assigning classified information taiséclabels.
This support reduces the complexity to administaakéLS based operating system. Further, a highujgan
MLS approach permits the information transfer tgeots of different security labels. This is usafubepict the
information flow of an organization in MLS wherdanmation is often exchanged. Therefore, theseltewuill
probably lead to an increased usage of MLS baserhtipg systems in organizations.

The access of subjects to objects is controllethbynandatory access control policy and each reguesred
in log files in the MLS based operating system.r€fare, future research should focus on classiftfireg

information from these log files to identify behawvissues of subjects. This could be a further gtarfor the
use of text classification in MLS.
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