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Abstract

The key question of this study is: How long shaihlel length of customer event history be for custochern
prediction? While most studies in predictive choradeling aim to improve models by data augmentadion
algorithm improvement, this study focuses on alaotimension: time window optimization with resperc
predictive performance. This paper first preserftyimalization of the time window selection strateglong
with a literature review. Next, using logistic regsion, classification trees and bagging in contlminavith
classification trees, this study analyzes the imgnaent in churn-model performance by extendingoust
event history from 1 to 16 years. The results stiat; after the 5th additional year, predictivefpenance is
only marginally increased, meaning that the compariis study can discard 69% of its data with@dtmo
decrease in predictive performance. The practioplication is that analysts can substantially deseedata-
related burdens, such as data storage, prepagattbanalysis. This is particularly valuable in t&wd big data
where computational complexity is paramount.

Keywords: Predictive Analytics, Time window, Lengihcustomer event history, predictive customemrohu
model

1 Introduction

To cope with the fierce competition in their busis@nvironments, companies are increasingly fogusin
analytical Customer Relationship Management (CRR®ilfartz & Kumar, 2002). Within CRM, churn
management has received most of the attention bedéabas been shown that retaining customers/erake
times more profitable than acquiring new ones (B&m& Kumar, 2003; Reichheld & Sasser, 1990). échs
companies are realizing that their most valualdetis their customer base (Athanassopoulos, 2000).
From an analytical viewpoint, churn management ist&1ef (1) predicting which customers are goingtiarn
and (2) evaluating which action is most effectiwvegtaining these customers (Hung, Yen & Wang, 2006
Especially the former has attracted a lot of redearhese churn-prediction studies typically use sivategies
to improve model performance: an algorithm- basetegy and a data- based strategy (Baecke & VarPdel,
2010). The former consists in evaluating multidipathms on given data and improving or inventing
algorithms. The latter consists in augmenting tisting database with new data sources. From aorittign-
based perspective, CRM has evolved from using RR&t€éncy, Frequency and Monetary) models, over
classifiers such as logistic regression and detis&es (McCarty & Hastak, 2007), to more recenbaded
techniques such as random forests (Lariviere & ¥amPoel, 2005), neural networks (Zahavi & Levig9q)
and support vector machines (Shin & Cho, 2006)nmFacdata- based perspective, CRM has evolved from
including geographical data (Steenburgh, Ainsler&liretson, 2003), over consumer network data (Hill,
Provost & Volinsky, 2006), to clickstream (Van deael & Buckinx, 2005; Hu & Zhong, 2008) and swrve
data (Baecke & Van den Poel, 2011).

Although the data and algorithm dimensions are uaportant parts of the modeling problem and theeti
window is a necessary component of every predictigeel, this third dimension remains under-resesdcthe
time window (see fig. 1).
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Fig. 1. The three dimensions of predictive modeling



While data and algorithm strategies are oftennotitexclusively, focused on adding to the compateti
burden by feeding more data to the model or byredthg multiple models and averaging predictiong.(e
bagging), time window- based strategies focusethe@mpposite. If the analyses show that the addede\of an
extra year of data is marginal, this data couldiisearded. Researchers have already noted thanioigta
accurate predictions is a costly process of gathestoring, cleaning, preparing and analyzing e
Malthouse & Derenthal, 2008). In that regard, Rede, Verhoef & Bijmolt (2010) underline that sing a
good balance between model building efficiency amdiel accuracy is desirable. Hence this studydgeo

fill this gap in extant literature by investigatihgw time window adaptation influences model perfance.
The remainder of this paper is organized as folldvirst we'll elaborate on time window configurat®in order
to formalize the time window- based strategy fordeldmprovement and provide a literature revievgtofies
that use this strategy. Second, in the methodadegyion, the data, time window, technique, varisialed model
performance metrics will be discussed. Third, wavfate a discussion of the results. Fourth, a amich will
be formulated and practical implications will balebrated on. Finally, limitations and directions figture
research are given.

2 Time window- based strategy for model improvement

Predictive modeling refers to learning the relagttip between data that are observed in a periodifmow)
that ends before a certain point in time and dsais observed in a period that starts after émeespoint in
time. The former period is called the independergxplanatory period and the latter is called thpahdent or
response period. In between these two periodss’'theften a gap, sometimes called the retentioi@ewhich
is meant to serve as a practical or operationabgédor organizing the actual CRM actions beforstomers
exhibit the focal dependent behavior (Wei & C2002).

For model estimation purposes, we provide a forzatibn of different types of windows. A window typan be
defined by the variability of the length of the Wow: constant (C) or variable (V). Given the thtieee
windows in one configuration, the independent pkrtbe operational period and the dependent petliede are
theoretically 8 possible configurations (not alhigurations may be practically useful).

For model validation purposes, configurations dbafange themselves, but their point in time. Wfiked (F)
point validation uses data from the same poininief sliding (O) point validation uses data fromitierent
point in time.
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Fig.2. Window configurations

Literature on time windows is scarce but theresamae notable studies. Wei and Chiu (2002) contibut
literature by estimation models with varying lengftthe operational period and validating it at saene point
in time (CVCF). Several other authors opt for agoumlidation focus in an S configuration: Zahavi&vin
(1997) and Neslin, Gupta, Kamakura, Lu & Masor@build a predictive model with one position athea



Wei and Chiu (2002) build a model with two posisarhead and Risselada, Verhoef & Bijmolt (2010updo
three positions in order to assess the staying pofatheir models.

A pure F configuration can be considered the baselalidation configuration and is well represerited
literature (see for example Coussement, Benoit & fen Poel, 2010; Lariviere & Van den Poel, 2005).
To the best of our knowledge, all other configunas are not represented in literature. The purpb#ies paper
is to investigate one configuration, the VCCF cgufation. The reason for this choice is that ingasing this
configuration answers one of today’s most thorngstions, namely how to lower the computational barith
expert systems in a world where data is growirgnagéxponential rate (Manyika , Chui, Brown, Bugiiiobbs,
Roxburgh & Byers, 2011, p16).

More formally, the research question of this stigdyDo different lengths of the independent periesult in
different predictive model performance? In otherd® How long is long enough in terms of the indefent
time period?

3 Methodology
3.1 Dataand timewindows

We analyze the entire customer database of a ngpespampany. All the customers active at the enthef
independent period are included in the analysis 129,892 of which 75% for estimation and 25% for
validation). The churn rate for the estimation a&atidation is respectively 11.15% and 11.47%. Theep
customers have to pay depends on the length cluecription and the promotional context. The nepsp
company sends a letter to remind them that thegjapeoaching the end of the subscription and tdfaesk
whether they want to renew their subscription, glaiith instructions on how to do that. Customensnca
cancel the subscription and they have a four-weakeggperiod once their subscription has lapsedsuth
churn prediction involves predicting whether thatomer will or will not renew his or her subscriptiin the
four-week period following the end of the stiistion.

Predictor variables are computed from datatistpatt and ending at 01/03/2010, wherakes on values
from 03/01/2009 until 03/01/1994 by one year. Chercomputed from data from the period 01/08/2046 u
02/03/2011.

3.2 Techniques

In churn literature, the two most commonly usedyital techniques are logistic regression andsifecstion
trees (Neslin, Gupta, Kamakura, Lu & Mason, 2006s8ada, Verhoef & Bijmolt, 2010). The performawade
the two techniques is very similar (Levin and Zaha001; Neslin, Gupta, Kamakura, Lu & Mason, 20@6)d
depends on a multitude of factors such as the dayned the data, the number of categorical valeabthe size
of the training sample and the signal-to-noiseoré®erlich, Provost & Simonoff, 2004; King, Feng &
Sutherland, 1995).

Several more advanced techniques have been utiesl imarketing literature, such random forests (liarée &
Van den Poel, 2005), rotation-based ensemble mettidel Bock & Van den Poel, 2011) and neural neta/or
(Zahavi & Levin, 1997), but their application idllstelatively limited due to the increase in corapity (for an
extensive literature review we refer to Risselaterhoef & Bijmolt, 2010). In this regard, Neslinu@a,
Kamakura, Lu & Mason (2006) found that 68% of tdghas in a churn modeling contest for practitiorserd
academics were logistic regressions or classitiodtiees.

More recently classification trees have been shimbenefit from aggregation methods. Bagging, artstoap
aggregating, consists in estimating a model on iitole of bootstrap samples which results in nplsti
predictions for each customer. The final prediceéguials the mean of all predictions (Breiman, 12@8nmens
& Croux, 2006). While bagging substantially incresishe predictive performance of classificatiaes;
Perlich, Provost & Simonoff (2004) show that thlisbt the case for logistic regression. It is adgiat the
reason for this difference is that logit has lemmgle sensitivity than classifications trees anmicbeaveraging
the predictions from the models on different baafstsamples will have less of an effect (Rissel®@ahoef &
Bijmolt, 2010). Van den Poel & Prinzie (2008) toy/“solve” the latter issue for logit by also randgreelecting
subsets of predictors.

In sum, logistic regression and classificationdrage widely used by practitioners and academidsagging is
a simple approach to increase the predictive pedoce of classification techniques.

We used CHAID (Chi-squared automatic interactiotediéon) (Kass, 1980) and not CART (Breiman,
Friedman, Olshen & Stone, 1984) as the methodagkation tree construction. Haughton & Oulal$ig3)



assert that the best solution to choose betweenTC#id CHAID is to compare the results and choosétst.
In some preliminary testing, CHAID outperformed CRRo we continued our analyses with the former. To
avoid overfitting in CHAID we tried multiple minimm node sizes required for splitting. To avoid oitgng in
logistic regression we used stepwise variable Selec

As aforementioned, the bagging procedure consiststimating models on a number of bootstrap sa1dle
the original sample. We used 10 bootstrap samplesttmate 10 the models (Perlich, Provost & Sinfigno
2004). We didn’t consider more samples becauskeofarge sample size. Although more bootstrap sssnpl
might yield better performance, the reason for thisber is twofold. First of all, companies thavéa lot of
customers do not have the time to estimate a lauggber of models. Second, our analyses showeavieat
with 10 bootstrap samples, we realized a substantieease in predictive performance in comparispa single
tree. Third, the focus of this study is not on caagional techniques but the length of the indepahg@eriod.
Our intent is to find out if bagging shows the sgmaéern as the other classifiers across diffdergths of
independent period.

3.3 Variables

In the model based on an independent period of/eae 113 variables are tested for significanceekiine
model is provided an additional year of data thaéatdes are recomputed and the variables from taeiqus
year are kept. Hence, the longer the length oirtiependent period, the more variables are teatéuki
analysis. Variables that are invariant to time.(gander, relationship category) and variablesahaperfectly
related to time (e.g. age) are of course not rectetp As such 108 variables are added with eaciti@uil
year, amounting to 1733 variables that need tesed when the length of the independent peridé igears.
The amount of variables the different models halected, and that are actually included in thel finadels,
ranges from 31 to 54.

Both customer characteristics and relationshipadtaristics are included in the analyses. Sincie the
identification (Cullinan, 1977), many studies reptbree variables from the latter group as beimgttbst
predictors of customer behavior (e.g., Buckinx &\en Poel, 2005; Bhattacharya, 1998; Keaveney &
Parthasarathy, 2001): recency and length of relstiip, frequency and monetary value (Bauer, 19&2sBns,
Viaene, Van den Poel, Vanthienen & Dedene, 2002; d&n Poel, 2003). Moreover, the direction of #lation
between these variables and repurchase (churnyibethas been shown to be consistent across stud@xe,
in what follows we’ll review them briefly. More fgeient and heavier buyers (represented by the Variab
frequency) are more likely to display loyal beha\idauer, 1988; Van den Poel, 2003; Morrison, 1966;
Lawrence, 1980). Similarly, the more money a custospends with the company (captured by monetdoeya
the higher the repurchase likelihood (Ganesan, 119&n & Zahavi, 1996). Adversely, the more timaspes
since the last purchase (recency), the lower Kediiood of repurchase (Van den Poel, 2003; Cullidi®77). In
addition to the RFM variables, length of relatioipsti. OR) also is a top predictor (Van den Poel, Zuckinx
& Van den Poel, 2005). Simpson (1987) assertsthiwatiuration of the relationship also indicateatiehship
stability, meaning that the longer the LOR is, tingher the repurchase probability. Table 1 proviaes
overview of the included variables in this study @nbrief overview of the relevant literature. Adltegorical
variables were dichotomized in the analysis.



Table 1
Tested predictors

Study

Lariviere & Van den Poel, 2005

|Variable Variable Type
Customer characteristics
Language Socio demographics
Gender

Age, Whether the age is known

Relationship type: person, company, advertiser

Whether information is available: telephone numkget, email, bank
account number

Relationship characteristics

Frequency: Number of subscriptions Frequency related

Cullinan, 1977; Bauer, 1988; Van den Poel, 2003

Number of newspapers in last subscription

Sum number of newspapers across subscriptions
Number of changes in newspaper editions: sum, mean
Subscription type: Renewal or not

Newspaper edition

Morrison, 1966; Lawrence, 1980

Payment method: direct debit Monetary value related

| |Ganesan 1994; Levin & Zahavi 1996; Cullinan 19|77

Changes in payment method: sum, mean
Price single newspaper:

-Last formula: Net
-All formulas: Sum net, mean gross

Price product formula (Monetary value):

-Last formula: Net, Gross
-All formulas: Sum net, mean gross, sum gross, ngeass

Length of last subscription Recency and duration related

Van den Poel, 2003; Cullinan, 1977; Van den Poe

Which month and season the end of subscriptios fiall

Length of relationship with interruptions

Length of relationship without interruptions

Mean length of subscription

Length of last subscription divided by mean lengitsubscription
Recency: elapsed time since start date last sypliseri

Elapsed time since last change in edition

Prior churn: not having a subscription in betweessriptions

-Yes/no: there is a start date 1, 10, 20, >30 dalé the expiry date o
the previous subscription (both for last and alisswiptions)

2003; Buckinx & Van den Poel, 2005;

Simpson, 1987




-Count
-Duration: sum, mean

Sum of length last 50%(20%) of subscriptions diditly sum of length |Combinations

| |This study

first 50%(20%) of subscriptions

Monetary value of last 50%(20%) of all subscripsiativided by
monetary value of first 50%(20%) of all subscripso

Interactions: Recency x Frequency x Monetary x LABBgency x
Frequency x Monetary, Recency x Frequency x LORgeRey x
Monetary x LOR, Frequency x Monetary x LOR, Recexéyequency,
Recency x Monetary, Recency x LOR, Monetary x LBRRguency X
Monetary, Frequency x LOR,

Divisions: Monetary / LOR, Frequency / LOR, MongtaiFrequency,
LOR / Frequency, Recency / length of last subsoriptRecency / LOR



3.4 Modd performance

To evaluate the classification models’ perfante we’ll use the area under the receiveraimg
characteristic curve (AUC or AUROC). AUC is arguede an objective criterion for classifier foemance
by several authors (Provost, Fawcett & Koha9B8; Langley, 2000). The receiver operating charéstic
(ROC) curve is obtained from plotting sensitivitydal-specificity considering all possible cut-offives
(Hanley & McNeil, 1982). AUC ranges from .5, if tpeedictions are no better than random, to 1,dfrtiodel
predicts the behavior perfectly (Baecke & Van deoel 2011). We use AUC instead of accuracy (Péxgerof
correctly classified, PCC) because AUC, in conttafCC, is not sensitive to the cut-off valuetbé ‘a
posteriori’ probabilities. Hence, AUC is a moadequate performance measure (see BaeseasgVidan
den Poel, Vanthienen & Dedene, 2002).

4 Results and discussion

Figure 3 shows the predictive performance, in tesf&UC, across the different lengths of the indegent
period. Significance is reported for the differenbetween respective lengths of the independeitcand one
year. To determine the significance of the diffeenbetween the ROC curves we used the nonparartesstiof
DelLong, DeLong & Clarke-Pearson (1988).

A first observation is that logistic regressionprrforms the single classification tree. This resutonsistent
with literature in that performance of logistic regsion and classification trees strongly dependsample
factors, such as the normality of the data, thewarh®f categorical variables, and the signal-ts@aoatio
(Perlich, Provost & Simonoff, 2004; King, Feng &tBerland, 1995). Hence depending on the samplereith
logistic regression or classification trees carfgren better. A second observation is that baggingoimbination
with classification trees outperforms logistic reggion. This is also consistent with literature: ¢cbmbination
of bagging and trees often improves classificagierformance substantially (Perlich, Provost & Siwfbn
2004) and it has been shown to outperform logistigession (e.g., Risselada, Verhoef & Bijmolt, @01In
sum, the performance of the classifiers we usednsistent with literature.
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Fig. 3. Predictive performance across differengthas of the independent period

Next we'll discuss the influence of the length lod independent period on predictive performanderéstingly,
all three classifiers show a logarithmic increasperformance when the length of the independenbge
increases. After the fifth year, the increase edtive performance seems to level off for two ofuthree
classifiers (trees and trees + bagging). Moredwesstgnificance of the difference with the minimlength of



one year is not improving. Hence if the companthia study would take five years as a cut-off abhaliscard
almost 69% of its data and subsequently make sufietaavings in data storage, data preparationdaitel
analysis, with a minimum of loss in predictive pemance. Other cut-offs can be considered too.ekample,
at an independent period of 9 years, the incraapeadictive performance of the third techniquejdtc
regression, also levels off. This still comes ddwalmost 44% percent of savings.

5 Conclusion and practical implications

In extant literature there are two main stratetpeisprove predictive performance: an algorithmsdsastrategy
and a data- based strategy (Baecke & Van den P@#0). The former revolves around the evaluation of
multiple algorithms on given data and the improvetra invention of algorithms. The latter focuses o
augmenting the existing database with new datacesuAs we mention in the introduction, the thinchehnsion
of predictive modeling, the time window, remainslenresearched. Hence, in the second sectionsétindy
we provided a framework for strategies of clasatftun improvement involving the time window. Newt
analyzed one of those strategies in an empiricallyst

We have used logistic regression, classificatieadrand classification trees in combination witgdiag to
study the relation between the length of the inddpat period and classification performance. Weamartlude
that the length of the independent period is Idgarically related to classification performance.

The practical implication of our findings is thatmapanies can generate efficiency gains in the nmaglerocess.
In a world where data is growing at an exponeméitd (Manyika , Chui, Brown, Bughin, Dobbs, Roxbug&y
Byers, 2011, p16) companies are especially loofongfficiency. To the best of our knowledge, otudy is the
first to answer this call using a time window st that allows companies to fine-tune the costbecess of
gathering, storing, cleaning, preparing and anatyziata (e.g. Malthouse & Derenthal, 2008; Risselad
Verhoef & Bijmolt, 2010).

More specifically, the results show that the conypiarour analysis can trade a decrease of almdst &Ats
data (i.e., increase in computational efficien@y)d small decrease in predictive performance (rgnfjom
0.0028 to 0.0001 depending on the classificatichri@ue) by reducing the length of the indepengeniod
from 16 years to 5 years.

6 Limitations and directions for future research

Although we are confident about our results, itriglear whether they can be generalized over arwighge of
subscription services. Hence, it would be intengsto validate our findings on customer databasesher
industries. This would indicate whether the lodariic relation between length of independent pesiod
predictive performance is typical for the newspapdustry or whether it holds for other servicesvad.
Unfortunately, we only have limited access to spidprietary databases.

A second avenue for future research is to try &t analytical techniques. Although the techngjue used
are the ones that are most commonly used in acadeand business, it could prove valuable to ingagsi
whether the same patterns can be observed with receat advanced techniques such as random forests
(Lariviere & Van den Poel, 2005), neural networKalfavi & Levin, 1997), support vector machines (Si
Cho, 2006) and random (multinomial) logit (Prin&é/an den Poel, 2008).

Finally, in the second section of our paper we led a framework for time window- based stratefpesnodel
improvement. This paper studies one of those sgfiegelt could be especially valuable to exploeitisights
that can be obtained from the analysis of the diher window configurations.
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