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IMPROVING CUSTOMER RETENTION IN FINANCIAL

SERVICESUSING KINSHIP NETWORK INFORMATION

Abstract

This study investigates the advantage of socialat mining in a customer retention context. A camyp that is
able to identify likely churners in an early stagen take appropriate steps to prevent these patehtirners from
actually churning and subsequently increase prafiademics and practitioners are constantly trymgptimize
their predictive-analytics models by searching fetter predictors. The aim of this study is to stigate if, in
addition to the conventional sets of variables is@emographics, purchase history, etc.), kinstdpvork based
variables improve the predictive power of customeention models. Results show that the predigliower of
the churn model can indeed be improved by addiagtitial network (SNA-) based variables. Includiegwork

structure measures (i.e. degree, betweenness litgndrad density) increase predictive accuracy, tantextual
network based variables turn out to have the highgsact on discriminating churners from non-chusné&or the
majority of the latter type of network variablebetimportance in the model is even higher thanitdévidual

level counterpart variable.

Keywords: network based marketing, CRM, predictivelystics, social network analysis (SNA), kinship

network, financial services, random forests



1. INTRODUCTION

1.1 Customer Relationship Management (CRM)

In the past, companies had close relationships thigir customers. They knew each customer indivigwnd
offered them personal customized service. As altrethiey earned loyalty and a large share of thastomers'
business. Over the years, through increased cotiopesind mass marketing, customers interchangesbpalized
service for anonymity, reduced variety and lowacgs (Peppard, 2000).

The current business environment is characterizethtense competition and saturated markets. Mukarteal.
(2006) remarks that the mass marketing approachrempach customer gets the same treatment of thpasty,
cannot succeed in the diversity of consumer busiteday. Therefore, companies are practicing amoagp to
marketing that uses continuously refined informatabout current and potential customers to antiei@and
respond to their needs. This marketing strategyailed Customer Relationship Management (CRM) (Behp
2000).

CRM is about structuring and managing the relatigrs with customers (Kim, Suh and Hwang, 2003). CRM
covers all the processes related to customer dtiqoiscustomer cultivation, customer retention aite
reactivation of defected customers. This study learsituated in the customer retention domain. Tdéwd ¢ to
identify the customers with a high churn probabpilih order to target them with appropriate actiarsd

consequently try to keep them within the comparlyese actions may include targeting these customitis

appropriate “next-product-to-buy” (NPTB) as showrPrinzie & Van den Poel (2006) for financial sees.

1.2 Customer attrition in financial services

Personal retail banking is characterized by custsmeho typically spread their assets over only onéwo

companies and stay with a company for long peraddasne (Mutanen et al., 2006). From the point @w of the

financial services company, this produces a staimgronment for CRM. It is argued that these congmneed to
operate on a long-term “cradle-to-grave” customanagement strategy (Li et al., 2005). This meaas ttiey

recognize that young customers are often unpraéitatbtheir earlier years, but become profitable ddter stage.
The longer customers stay with the bank, the moeg become tied to such an extent that the perteiost of
defection outweighs the benefits of shifting tHeanking business to another provider.

Although the process of attracting new customeisigortant, most financial services companies nwalstomer

retention a top priority for several reasons: imeyal, the longer a customer stays with a bank,ntbee that



customer is worth (Benoit & Van den Poel, 2009)ngiderm customers buy more, take less of a compainyg,
are less sensitive to price differences, and biringew customers (Ganesh et al. 2000; Reichhel@6)19 ong-
term customers become less costly to serve becdiule banks’ greater knowledge of the existingauer base
and reduced servicing costs (Ganesh et al., 200@ddition, the cost of winning a new customeal®ut five
times greater than the cost of keeping an exigiimg(Colgate & Danaher, 200® study by Reichheld & Sasser
(1990) showed that reducing defections by just 5% generate 85% more profits for a bank. The lditbelings
corroborate the results of a study of Van den Rokériviere (2004), which illustrated how increaginetention

by just one percent resulted in substantial pg#ins.

1.3 Network based marketing

A limitation of traditional direct marketing is thé assumes that customers act independently eddity, a
customer's decision to buy a product is strongfuégmced by his or her friends, family, businesstirs, etc.
(Domingos and Richardson, 2001). Ignoring thesevoiit effects when deciding which customers to miat&e
can lead to suboptimal decisions. For example, rgorafitable customer may be worth marketing to wiigs
customer is likely to influence a lot of peers.contrast to traditional direct marketing, netwodsbd marketing
recognizes that links between consumers eRista result of the availability of gigantic databasf customer
information today, companies now are able to tatgeir customers taking into account their intextediness.
Traditional marketing research does not revealetlsegial connections between consumers and thumteake
advantage of links between customers.

Network based marketing assumes some kind of iepemdency among customer preferences (e.g. purchase
patterns, shopping habits,...). These interdepeaneierare measured through implicit links (e.g. tnigig on
demographic attributes, geographic links, etc.)thmough explicit links (e.g. communications betwestors,
family ties, etc.) (Hill et al., 2006).

Although network based marketing offers clear attvg®es over direct marketing, the use of social agkw
information in prediction modelling is a very retgenomenon (e.g. Hill et al., 2006; Manchandalet2008,
Subelj et al., 2011). This study contributes to literature by investigating if social network imfoation can
improve the accuracy of churn detection. Moreovis is, to the best of our knowledge, the firsidst that

investigates different types of network effectshia same research setting.



The reminder of this paper is organized as follo®sction 2 delves into the methodological aspettsooial
network analysis. In order to get acquainted wité prevailing concepts and terminology, we firstega brief
introduction to the field. Next, we show how théfelient effects that come into play in a sociawwk can be
guantified and how this data can be used in a nmuglebntext. Finally, Section 2 is concluded witkiacussion
of the classifier and the evaluation criteria ugethis study. Section 3 explains the dataset Weat used to test
the proposed methodology and gives an overvievhefrésults that were obtained. Finally, SectioroActudes

the study with a discussion on the main findings.

2. METHODOLOGY

2.1 Social networks

A crucial insight in network analysis is that ast@nd their actions are viewed as interdependdémérrghan as
independent and autonomous units (Wasserman anst, FE804). Typically, a cross-sectional CRM dataset
contains a single row for every customer and cokifon the information on that customer, where wauase that

all rows are independent of each other. Howevee,itifiormation embedded in social networks is notho$
standard form where attributes can easily be linteedndividuals. To make this clear, consider thmpde

graphical representation of a kinship network igure 1.

[INSERT FIGURE 1 HERE]

This way of representing a network is called a grageveral dots (onbdes) can be seen, which correspond to
the individuals or any other unit of analysis. Somoeles are linked to other nodes by lines {jes’). Two nodes
sharing a link areddjacent’'nodes. Together, all ties and nodes form a graph.

Nowadays we are facing a new trend in network mebethat is largely driven by the availability obyerful
computers and the fast growing number of relatiact@hbases available to researchers (Chen et0al9).2The
last couple of years, the focus is shifting awaynfrthe analysis of small-scale networks and th@en@s of
individual ties towards large-scale statistical gmdies of networks (Newman, 2003). Previous studised to

look at small networks of only ten to several h@udrof nodes. However, in recent studies, it isunoisual to see



networks with millions of nodes (e.g. Hill et &2006). Due to the dimensions of these new datasetse specific

approaches have emerged.

three categories of kinship links, i.e. parentahdlations, sibling relations and finally spousktions. Using this
information on the ties, the kinship networks oé tbustomers were constructed. More specific, wét lthe
networks by means of the egocentric network apgrdadqy. Bar-Yossef et al., 2008). This means thgivan
customer oreégo’ is focused on and then all other customers witlhmitihe‘ego’ shares a kinship link (the
‘alters’) are identified (see Figure 2). The network fas tifiven ego is now defined. Next, we zoom in oathar
customer (who now becomesgo’) and construct his/her network. This process ool until all customers’

egocentric networks are identified.

[INSERT FIGURE 2 HERE]

The egocentric network approach has the distineaidige that its analysis is related to the trawiiti attribute-
based methodology, in that the typical predictsip-demographics, purchase history, etc.) arenanted with
network measures that are deduced from the egoorlefii{noke & Yang, 2007). Moreover, other metholatt
emerged from social network analysis are only bigtdor networks up to a few dozen to a few hundred
customers, whereas the egocentric network apprisaahle to handle the typical CRM datasets withdnads of
thousands of customers (Hill et al., 2006). Thecegtric network created in this research, contalhalters no
more than two ties removed from ego. The netwosk &merges from this method is thus"adtder egocentric

network.

This strategy has various advantages. First, iresaetwork analysis, it is well recognized thadliiduals who
are more than two links away do not exert a sigaift influence on the focal customer (Knoke & YaRg07).
Second, since the company database only includesviation on immediate family, the"2order ego network
extends the L order ego network with other relevant family, wehiistant family members are excluded. For
example (see Figure 2), ego can now be influengeuidsher grandfather, but not by his/her grandeinsince the
latter is three links away from ego. Finally, tH& @der egocentric network approach has the additiadvantage

of increasing data quality. Network data is verydaintensive to collect and missing information the ties is



likely to occur (Wasserman and Faust, 1994). Byngisa 2% order egocentric network, this can be partly
overcome. In Figure 2, when the link between egd lais/her mother is missing in the data warehoage,s
mother would not be included in ego’s network. Bysidering all alters no more than two ties remdvenh ego,
his/her mother will also be included in the egowwek and the resulting ego network did not sufiemi the

missing data.

2.2 Social network metrics

At this point we have defined how we can indenttg kinship network of a given customer (i.e. usihg 2
order egocentric network approach). The questiowever, still remains what the effects are that pfathis
network environment and how these effects can laatified and measured. Earlier work on economic sotal
theory gives guidance in this respect.

According to Manski (2000) three types of netwanluence may occur. A first type is endogenousratton,
meaning that the propensity of an agent to behaw®ine way varies with the behavior of the groupisTs the
most intuitive network effect and is often cenfraktudies of peer influence. Recently, a numbestoflies have
corroborated the existence of such an effect ifeift situations. Nair et al. (2006) found thaygibians are
influenced by the prescription behavior of theileagues. In a similar setting, Manchanda et &08) also found
evidence for the existence of endogenous interackmally, Hill et al. (2006) showed that cell pleousers are
more inclined to upgrade their account when thdytogpeople using such an upgraded account. Mitehpthis
efect is represented by a dummy variable that ftagsof the behavior of interest is already pregettie network
of the focal customer.

A second type of network influence is contextuaéiaction (Manski, 2000). Here, the propensity mfaator to
behave in some way varies with the exogenous cteaistics of the group members. To clarify thisnsider this
example: A variable indicating social class is ofteased on the geographic area where a custones. [ithis
variable only is an approximation of the customexstial class and thus can be inaccurate. A varisdilirning
the average social class score of the network meswhight be more accurate in indicating socialclaisat least
give some additional information about the thistooser. The effect on the individual customer ofthitter
variable is what is called a contextual interacti@ithough other methods than averaging for sumznagi the
attributes of the network members are possiblangathe mean of the attributes of the network memtie a

standard procedure in the extant literature (MangKi00).



Finally, a third type of network influence is netikkcstructure effects. Centrality measures are sofrtee most
fundamental and frequently used measures of netstankture (Newman, 200). Examples are found in(RQ4.1)
and Kim et al. (2011). Centrality measures addtiessjuestion: “Who is the most important or cenglson in
this network”. There are many answers to this qoestiepending on what we mean by ‘important’, ggvtise to
many different centrality metrics. Kiss and Bich{@008) investigated which of the various centyatiteasures
are best able to select influential customers. Tloemd out that degree and betweenness centraktygaod

describers of the capability of a customer to ieflce others.

» Degree centrality
Probably the simplest of the centrality measuresiegree centrality (also called degree). It measuhe
importance of a node by the number of ties thatcamnected to a given node (Wasserman and Fau$4,).19

Degree centrality is illustrated by network A andtwork B, shown in Figure 3. Both networks have

m = 5actors. Network A has the property that exactly antor,74, has ties to al® — 1 other actors. It is
clear that the first actor is the most central.nktwork B, all actors are, from a structural podaft view,

interchangeable. This means that all actors havsadme centrality index. Degree centrality is oftearpreted in
terms of the immediate risk of a node for catchitmatever is flowing through the network, for exaepl virus,

some information, the risk of churn behaviour, .etc.

[INSERT FIGURE 3 HERE]

Degree centrality can be computed by creatingnanm matrix where the cells contain al value when thee

link betweem; andn; and a 0 value when no such link exists. The de@gs;), of a noden; is then:

Calmy) = E_?l::l. Xij 1)

Although degree is pretty simple, it is often atthygeffective measure of the influence or important a node: in

many social settings people with more connectiend to have more power (Newman 2007).

e Betweenness centrality



Interactions between two nonadjacent actors departtie other actors in the set of actors, in palgicthe actors

who lie on the paths between those two. These eimvben actors’ potentially have some control over t

interactions between the two nonadjacent actorsééfman and Faust, 1994). Nty 20f Figure 4 illustrates the
concept of betweenness. Although this node is oatnected with two other nodes, it serves as ajéerigktween

two groups of nodes and therefore it has a higivémtness centrality.

[INSERT FIGURE 4 HERE]

Betweenness is based upon on the concept of netpaiis. Newman (2007) defines a path in a netwerk a
sequence of nodes traversed by following ties fama to another across the network. A geodesic isathe
shortest path through the network from one nodentither. Note that there might be (and often isjentikan one
geodesic path between two nodes (Newman, 2003).b&hgeenness of a node is calculated as the fracfio
shortest paths between node pairs that pass thtbigyghode (Freeman, 1979). The betweenness degniralex

is defined mathematically by Freeman (1977) as

Lizj=14j1(m)
C_E‘(";_ij — =iz :'___ i @)
JL

Wherefdj; (nL) is the number of shortest paths linking the twdes/ and! containing nodit.
A node with high betweenness will, in many soc@htexts, exercise most of its influence by virtw¢ of being
in the middle of the network, even though thisasgible, but by lying between other nodes in thay Wewman,

2007).

e Density
Density is a widely used concept that describegtheeral level of linkage among the nodes in a ogt{Scott,
2000). A ‘complete’ network, from density point eiew, is a network in which all the nodes are a€jacto
another, meaning that each node is connected lgitectvery other node. The concept of density gwsmarizes

the overall distribution of ties in terms of how fhe state of the network is from a complete oekw



Density depends upon two parameters of networletsire:: First, the inclusiveness of the network aedond, the
sum of the degrees of its nodes. Inclusivenessistinr the number of nodes that are included withevarious
connected parts of the network. In other words,inickisiveness of a network is the total numbenades minus
the number of isolated nodes. An isolated nodenbases so can contribute nothing to the densitthefnetwork.
Thus, the more inclusive is the graph, the moresedenwill be. Those nodes that are connected & another,
however, will vary in their degree of connectiomn® nodes will be connected to many other node#e wthers
will be less well connected. The higher the degfethe nodes in a network, the denser, it will be.

These two parameters are included in the formuldewofsity. This involves comparing the actual numifeties
present in a network with the total number of tieat would be present if the network were incongldthe
density of a network is defined as the number e$ th a network, expressed as a proportion of tAgimmum

possible number of ties. The formula for the dgnisit

bl
4

bln) = o ©

Wherel is the number of ties present eitiis the number of nodes in the network.

2.3 Classification technique: Random Forests

As the problem we are dealing with in this reseasctf binary form (will a customer leave the compayes or
no), we argue to use a modeling technique thatsbase unique properties when applied in this contiest
random forests. Random forests is Breiman's (2@Xignsion of the decision tree method. Decisioa tnethods
build a collection of rules to use as a predictwedel (Quinlan, 1986). Decision trees have becomepular
classification technique because of its simpliatyd interpretability. Moreover, they can deal wjttedictors
measured at different measurement levels. The ddens that these models often suffer from subogltim
performance (Hu, 2005). Random forests is an answehis shortcoming that overcomes the instabitify
traditional decision trees by creating an ensendflérees and letting them vote for the most populass
(Breiman, 2001). In this paper, we select randoredis as proposed by Breiman (2001), which usestthtegy
of a random subset selection of m predictors tavggach tree, where each tree is grown on a boptsample of
the training set. This subset of variables is theed to create splits for the nodes. Luo et al42@dgue that the
predictive power of random forests is among the béshe available techniques. This has led to devarea of
applications of the technique, ranging from bioinfiatics (Deng et al., 2004) to marketing (Larivi&é&/an den

Poel, 2005). An interesting by-product of theseeemsles of trees is their importance measures fcin gariable.



The importance measures are calculated as follfawsach tree, the node impurity (based on AUC, Seetion
2.3) on the out-of-bag portion of the data is rdedr Then the same is done after permuting eadtlicpoe
variable. The difference between the two predicpieeformances are then averaged over all treesnamdalized
by the standard error. Random forests require tmty parameters to be set by the researcher. Thestha
number of variablegn, to be randomly selected and the number of tredsetgrown. In accordance with the
instructions of Breiman (2001), we pick a large t@mfor the number of trees to be grown (i.e. 5@ we sein

to the square root of the number of variables.

2.3 Evaluation criteria

Many different evaluation criteria are possible iforestigating the predictive performance. Evaluaitriteria for
the predictive performance of classification mod®is often confusing because of the cut-off vaha has to be
chosen to discriminate between the predicted evantknon-events. The Area Under the Receiver Opgrat
Curve (AUC) avoids this difficulty by considerint) possible thresholds on the predicted probabditilt presents
a two-dimensional graph of the sensitivity of tleniusion matrix (the number of true positives verghe total
number of defectors) and one minus the specifigitthe confusion matrix (the number of true negegiversus
the total number of non-defectors) for all possitilg-offs (Egan, 1975). The area under the reguiturve lies
between 0.5 and 1. The closer this value is thd beetter the model is at discriminating eventsnfrion-events.
AUC can be interpreted as the probability thatghedicted churn probability of a churned customsdrigher than
the predicted probability of a retained customelCAevaluation for predictive accuracy is extensivesed in
CRM (e.g. Lemmens & Croux, 2006; Hill et al., 20@ussement et al., 2010) and other data-miningests
(Takahashi et al., 2009). Comparing the predighegormance of two models using AUC is then conedietsing
the non-parametric test proposed by Delong el aBg).

The other performance measure used in this stullijtis This evaluation criterion focuses exclusily on the top
x percent of most critical customers. The topercent riskiest customers (i.e. the group ofarasts with the
highest predicted churn probabilities) represent&aal segment for targeting in a retention-manetampaign
(Lemmens & Croux, 2006). This performance meassikery attractive because it incorporates sometieatact
that marketing budgets are limited. As a resulipas to reduce churn (e.g. direct mail campaigms)limited to a
segment of customers that is at high risk. In jcactthe metric is calculated by ordering the coms on

decreasing predicted churn probability. Next, thepprtion of real churners in the tagercent is compared with



the proportion of churners in the total datasee Migher the lift, the better is the model. Forragée, a top-10%
lift of 2 means that the model under investigatidentifies twice as many churners in the top 10#mth random
assignment would do.

AUC and lift are measuring different aspects of pinedictive accuracy of the models. Both evaluatioteria
provide complementary information. A model can bedjat identifying the most risky segment but lesctive

at recognizing less risky customers. Combining the® metrics provides a thorough evaluation of the

performance.

* RESULTS

3.1 Data

A European financial services company providedddua for this research project. All active custosrerthe end
of June 2006 were selected, a group of 244,78ntslim total. Information about the customers wetsagted
from the company data warehouse from the moment jbimed the company until June 22006. This
information was then captured into explanatory alalgs (both traditional and social-network-basedatses).
The dependent variable in this setting is whethgivan customer churns or not. Here a churned mestas
defined as someone who closed all his/her bankuetsawvith this company. The dependent variableased on

the churn behavior in the period from Jun& 2006 until December $12006.
[INSERT FIGURE 5 HERE]

Figure 5 gives a graphical representation of theletimg process. For a given individual all tracdlital predictors
are extracted from the data warehouse. Next, tAer2ler egocentric network is identified for thatstmmer.
Using this network, the different network effedtatt might play are calculated. This is done forgweistomer in
the database and the result is one large table lwath traditional as social network based varialfitesevery
customer. These predictors then are used as ifgoutse random forests and the different typesetivork effects
are evaluated in terms of predictive performanak\ariable importance.

Table 1 gives an overview of both traditional aredwork based-variables used in this study. Traditiachurn

models usually take socio-demographic variables,(ggnder, etc.) as predictors in addition to pasavior that



is summarized in terms of recency, frequency andetary value (RFM). This information is represented
variables 1 to 12 in Table 1. In the current seitithe traditional churn predictors are augmemigd network-
based variables. Variables 13 to 24 contain inféioneon the exogenous characteristics of the nétwoEmbers.
Variable 25 accounts for the endogenous networkcgffvhile variables 26 to 31 capture the netwdrlcsure

influence.

[INSERT TABLE 1 ABOUT HERE]

To avoid overfitting of the model, the databaseliisded into a training set and a validation seteTnodel is
trained on the training set and tested on the aftid set. The training set is composed by randaasbigning
70% of the customers, while the other 30 % aregassi to the validation set. In order to get an egharn rate in
both of the sets, stratification is performed o ¢hurn variable. Note that only a very small petage, i.e. 2 %,

of the dataset churns in the six month follow-upquk

2.4 Results

In order to provide evidence for the hypothesisadflitional predictive performance of social netwdndksed
variables on top of the traditional variables, tfferent churn models are built. The first pretiotmodel makes
use of traditional variables (hereafter called ‘theditional model’). The second model (or the ®xtled model’)

augments the traditional model with the social mekwindicators.

2.4.1 Predictive performance

Table 2 provides an overview of the predictive parfance of both models in terms of lift (measurediffierent
percentiles) and AUC. All metrics of predictiverfsemance are generated on the validation data$etsle 2
shows that the extended model always has a coabigehigher predictive performance than the cooedmg

traditional model, irrespective of the performaneeasure used.

[INSERT TALBE 2 ABOUT HERE]



The AUC metrics demonstrate that the extended nisdwdtter in discriminating churners from non-aiens. The
difference in AUC between the two models is alnm6# and this difference is significant (p < 0.0@trording
to the test of Delong et al. (1988). This means tia model augmented with the social network \deis does 4
percent points better in discriminating customérgsk versus the others. In a churn context withie financial

services industry, where even a small change imnchate strongly affects profit (see Section 1tBjs is a very
encouraging result.

The lift values show that the extended model igebbeat predicting customers at high risk compam@dhe

traditional model. In a marketing context this adpa&f predictive accuracy is highly important. Sinmanagers
always have to deal with limited budgets, not atomers at risk can be targeted. Therefore theg tarestrict
the recovery attempts to the customers having igjteebt churn risk. For example, the top 5% lift\wwhdhat the
traditional model identifies 5.85 times as many odmirners in the top 5% of highest predicted pbiliiees than a
random assessment would do. The extended modeMeowis able to identify 6.77 times as many realrobrs.

These results show that taking into account théakoetwork based variables leads to a substaintiaéase in

efficiency of the retention program.

2.4.2 Variable importance

In Table 3, the average normalized importance oh gaedictor for the random forest method is prestnrAs an
importance value of zero means that there is ndigiiee power in the variable, the table shows #ihvariable in
the model have an impact on the accuracy of théigtiens. The sociodemographic variable age exbhadargest

impact, while whether a customer uses home bartk@isghe lowest impact.

[INSERT TABLE 3 ABOUT HERE]

The importances show that the most important vlegain the model are sociodemographic variablesttey
with the RFM variables (i.e. recency, frequencynetary value, interpurchase time). This findingroborates
previous research in this context (e.g. Baeseat, 2002, Buckinx & Van den Poel, 2005). Apartnfréhe home
banking variables, the least important variable®s tout to be the network structure measures. Homyestdl

having a considerable impact on predictive perfartea they do not contribute to the same extenhasstcio-

demographics and the RFM variables to the perfoceman the model. This result does not support dselts of



Hill et al. (2006) where the network structure aates were among the most impactful variables. rherésting
and new result from the table of importances i¢ tha aggregate versions of the sociodemograpttidj Rnd

other behavioral variables, i.e. the contextualoet variables, have an important impact in disanating

churners from non-churners. In general it is theecdhat when a given variable on the individuakleaxerts a
large impact on the dependent variable, the netveaded counterpart variable turns out also to heoitant
compared to the other variables. Note that thisctf€annot be linked to possible multicollineatitgtween the
predictors, as the random forests approach (andn#tbod for computing the importances) is not iaflced by

this phenomenon (Sandri & Zuccolotto, 2006).

[INSERT TABLE 4 ABOUT HERE]

Table 4 compares every individual level variabl¢hvthe network based counterpart variable, i.e.ctiextual
network effects. The figures show that for sevenaiuwelve variables, the network based varialae & higher
impact on the churn probability than the individledel variable. This leads to the remarkable ihsitpat for
those variables it is more beneficial to have ttiermation of the network members of the custorhantknowing
the value of the variable of the customer him arséké. E.g. Nbr_insurances measures the numbeiffefeht
insurance services the individual customer ownd\NIN_insurance represents the number of insurantéiseo
network members of the individual customer. Theifegs show that it is almost double as importarknow the
number of insurances of the network members cordp&rd&nowing the number of insurances of the irdirai
customer when predicting the individual customehnsirn probability. This again shows that network dubs
variables not only are important in predicting omsér churn, but often they turn out to be even nimygactful

than the individual counterpart variables.

» DISCUSSION

This study presents the benefits of integratinghkip network based information in churn managenieatds to

the small but growing literature that investigatee opportunities of network data emerging fromivital



consumers. To the best of our knowledge, this ésfitlst study that compares the predictive perfaroeaof the

different network effects in the same context.

This study shows that it is beneficial for databaseketers to store network information in theitadaarehouses
(if this is not already the case) and to includevoek based information in their churn predictioadels. Three
different types of network variables were invedtigh Contextual effects turned out to have the éstjimpact on
the predictive performance of a traditional churadel, followed by the endogenous effect. Also tledéwork

structure effects significantly increased predietperformance. Together, these effects consideraigyoved the
traditional churn model. The importances of thetegtual network effects showed that the majorityttudse

variables are even more important than the indadidevel counterpart variable.

Noteworthy is that the current results are bothilaimand different compared to the main findingsie# study of
Hill et al. (2006) which also focused on the préslie potential of social network based variablemifar in the
sense that both studies found that network varsaleprove predictive performance. Different becatise
improvement in predictive performance was muchdaig the study of Hill et al. (2006) than in tharent study.
Although both studies investigated the influencesofial network based variables, Hill et al. (20@@jers in
some key aspects from the current study. Firsttghbe of social network is different: the study gl et al.
(2006) makes use of telecom data (who calls whawhjle the current research deals with kinship nekwo
information. Moreover, the former study investigaten up-sell context, while here, the focus is onrc
behavior. Finally, the two studies deal with aydifferent industry setting. The differences irieet sizes do
confirm Lessig & Park (1982) and Childers & Rao42Yin that the degree of reference group influerarées for

products, consumed on different occasions (puldisws private) and for reference groups (familysusimpeers).

Nonetheless, in highly competitive and saturatedketa, such as the financial services industrytarusr
retention is crucial. Better identification of costers at risk and subsequent actions towards thagemers has a
substantial impact on profits. Incorporating netkvimformation turned out to be a viable strategythieve this

goal.
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Figure 1: Simple network graph
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Figure 2: Construction of the ego centric network
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Figure 3: Degree centrality
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Figure 5: Graphical representation of the methagiplo



Variable Name

Description

O©CoOoO~NOOOUTr,WNE

Age

Sex_m
Social_class score
Lor

Freq

Nbr_cred
Nbr_insurances
Recency
Int_pur_time
Home_banking
Total_passiva
Total_activa
N_age

N_sex m
N_Social_Class Score
N_lor

N_freq
N_nbr_cred
N_nbr_insurances
N_recency
N_int_pur_time
N_Home Banking
N_Total Passiva
N_Total Activa
Churn_1y

Degree Centrality
Degree Centrality2

Density
Density rel

Betweenness ¢

Betweenness ¢ rel

(male = 1, female = 0)

Social class (minimum = 0, maximum = 1000)

Length of relationship

Amount of purchases in the past

Number of loans

Number of insurances

Time since last purchase

Average time between two purchases

(yes=1,n0=0)

Total amount borrowed

Total amount of savings

Average age of the network

Proportion of male customers in the network

Average social class score of the network

Average length of relationship of the network

Average number of purchases in the past of theaorktw

Average number of loans of the network

Average number of insurances of the network

Average time since last purchase of the network

Average time between two purchases of the network

Proportion home banking of the network

Average amount borrowed by the network

Average amount of savings of the network

Tests if there is there at least one person iméterork who churned last
year (1 = true)

Number of persons a customer is directly conneaféd

Number of persons a customer is indirectly conrbotiéh (max. path
length = 2)

Number of links in the second degree of the netvaditke focal customer
Number of links in the second degree of the focat@mer , divided by the
total number of possible links in the second degege/ork.

Number of times that the focal customer lies ongbedesic path between
two other actors of the focal customer’s secondekgetwork

Number of times that the focal customer lies ongbedesic path between
two other actors of the focal customer’s secondekegetwork, divided by
the total amount of geodesic paths between twa attters of the focal
customer’s second degree network

Table 1: Description of variables



M odel Lift AUC
5% 10% 12.5%

Traditional 5.85 4.01 3.48 0.7572

Extended 6.77 4.56 4.02 0.7958

Table 2: Predictive performance



Variable Importance Variable Importance
age 1048.86 freq 285.07
recency 989.74 N_nbr_cred 254.05
N_age 953.85 N_sex_m 249.01
lor 942.94 nbr_cred 183.16
Social_Class_Score 900.55 nbr_insurances 169.03
N_recency 788.40 Degree_Centrality2 159.18
N_lor 780.56 density 127.73
N_Social_Class_Score 776.63 density_rel 125.43
Total_Passiva 567.65 sex_m 121.05
N_int_pur_time 559.08 betw_c_rel 104.36
N_Total_Passiva 524.23 betw_c 94.12
int_pur_time 517.15 Degree_Centrality 87.24
N_Total_Activa 402.52 N_churn_1y 67.09
N_freq 392.78 mis 43.26
N_nbr_insurances 332.14 N_Home_Banking 42.21
Total_Activa 326.77 Home_Banking 23.06

Table 3: Importance of variables



Variables compared

In’“:’SNA vsIm Ptrad

N_recency

N_lor
N_Social_Class_Score
N_age
N_Total_Passiva
N_int_pur_time
N_Total_Activa
N_freq
N_nbr_cred
N_Home_Banking
N_nbr_insurances
N_sex_m

Vs.
VS.
Vs.
VS.
Vs.
VS.
Vs.
VS.
Vs.
VS.
Vs.
VS.

recency

lor
Social_Class_Score
age
Total_Passiva
int_pur_time
Total_Activa
freq

nbr_cred
Home_Banking
nbr_insurances
sex_m

0.7966
0.8278
0.8624
0.9094
0.9235
1.0811
1.2318
1.3778
1.3870
1.8309
1.9649
2.0570

Table 4: Comparison of importances of contextuaiades



