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Abstract
Several studies have demonstrated the superioorpeahce of ensemble classification

algorithms, whereby multiple member classifiers amnbined into one aggregated and
powerful classification model, over single modétsthis paper, two rotation-based ensemble
classifiers are proposed as modeling techniqguesustomer churn prediction. In Rotation
Forests, feature extraction is applied to featutessts in order to rotate the input data for
training base classifiers, while RotBoost combifastation Forest with AdaBoost. In an
experimental validation based on data sets fronr feal-life customer churn prediction
projects, Rotation Forest and RotBoost are compéwed set of well-known benchmark
classifiers. Moreover, variations of Rotation Foéresnd RotBoost are compared,
implementing three alternative feature extractitgoathms: Principal Component Analysis
(PCA), Independent Component Analysis (ICA) andrSgpd&andom Projections (SRP). The
performance of rotation-based ensemble classifeerfaund to depend upon (i) the
performance criterion used to measure classifingpierformance, and (ii) the implemented
feature extraction algorithm. In terms of accuraRgiBoost outperforms Rotation Forest, but
none of the considered variations offers a cleaaathge over the benchmark algorithms.
However, in terms of AUC and top-decile lift, resutlearly demonstrate the competitive

performance of Rotation Forests compared to thetbwark algorithms. Moreover, ICA-
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based Rotation Forests outperform all other comsdleclassifiers and are therefore
recommended as a well-suited alternative classidicatechnique for the prediction of

customer churn that allows for improved marketiegision making.
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Introduction
Customer retention refers to the degree to whiclorapany is able to satisfy and retain its

current customers, and is generally perceived araerstone of successful Customer
Relationship Management (CRM) (Payne & Frow, 20RBinartz, Krafft, & Hoyer, 2004;
Winer, 2001). An important instrument in custometention is customer churn prediction,
aimed at the identification of customers with ahhigrobability to attrite (Neslin, Gupta,
Kamakura, Lu, & Mason, 2006). A typical churn ptin model generalizes the
relationship between churn behavior on the one hand customer characteristics and
behavior based on historical data on the other marsdich a way that a company is able to
use it to produce fair predictions about future dvedr of its customers. Effective churn
prediction has a beneficial impact upon firm pfitity in several ways. First, identification
of potential churning customers allows marketingisien makers to target marketing actions
in a cost-effective manner. Retention campaignsbealmmited to a selection of customers but
cover a large proportion of all customers with atual intention to attrite. Second, high
customer retention eases the pressure to attragbstantial number new customers every
period. It has been shown that the acquisition et rustomers generally comes at higher
costs than keeping the existing customer basdisdt{Reinartz & Kumar, 2003).

The prediction of customer churn is generally apphed as a problem of binary
classification. In this context, companies typigadbply data mining techniques to conduct
customer churn analysis (Xie, Li, Ngai, & Ying, Z)0Algorithms for binary classification
are suited to generalize the relationship betwéenoutcome, i.e., the question whether a
person is a churner or not, and a range of pradieoables that describe the characteristics
and the behavior of the customer. The quality oistomer churn prediction model is directly
influenced by two important factors: the availablput data and the data mining algorithm

used to model customer churn. The first factor ime® the data that is available to describe



customers and their relationship with the compd&slevant predictive information includes
customer demographics (e.g., Burez & Van den R8€l7; Lemmens & Croux, 2006; Xie, et
al., 2009), historical transactional data (e.g.ady| Baesens, & Croux, 2009), financial
information (Lariviere & Van den Poel, 2005), textunformation from customer e-mails
(Coussement & Van den Poel, 2008b), longitudinah d&¥an den Poel & Lariviere, 2004)
and so on. A second factor involves the classificatechnique that is used to model churn.
Neslin et al. (2006) point out that the choice lo¢ tmodeling technique has a significant
impact upon the return on investment of customarrciprediction efforts and they emphasize
the importance of comparing alternative algorithmsearch for optimal model performance.
This suggestion is reflected in the variety of alipons that have been suggested in customer
churn literature, including logistic regression (@mWillis, & Brooks, 2000), artificial neural
networks (Pendharkar, 2009; Tsai & Lu, 2009), stalvanalysis (Van den Poel & Lariviere,
2004), Markov chains (Burez & Van den Poel, 20@dpport vector machines (Coussement
& Van den Poel, 2008a), generalized additive mofletaissement, Benoit, & Van den Poel,
2010), decision trees (Lemmens & Croux, 2006; Snathal., 2000), naive Bayes classifiers
(Buckinx, Baesens, Van den Poel, Van Kenhove, &tiianen, 2002), K-nearest neighbor
classifiers (Ruta, Nauck, & Azvine, 2006), Randoardsts (e.g., Lariviere & Van den Poel,
2005), cost-sensitive classifiers (Glady, et 8009 and evolutionary algorithms (Au, Chan,
& Yao, 2003).

An additional category of classifier algorithms ttHaave been applied successfully to
customer churn prediction are ensemble classif@rspultiple classifier systems (MCS). In
an ensemble classifier, several classifier mode&lscambined into one aggregated classifier,
and their predictions are combined into one agdeegautcome using a fusion rule
(Kuncheva, 2004). Several studies have demonstitigid ensembles of classifiers often

demonstrate superior performance over single ¢iesson models (e.g. Bauer & Kohavi,



1999; Breiman, 1996; Dietterich, 2000). Similardiimgs are found in studies on customer
churn prediction (e.g., Lariviere & Van den Pod)03; Lemmens & Croux, 2006). In this
study, rotation-based ensembles are proposed ssfidation algorithms for churn prediction.
Rotation-based ensembles are ensembles that agptions on the input data through linear
feature extraction algorithms and have been foondemonstrate superior performance over
both single and ensemble benchmark classifier ifgos in terms of accuracy (Rodriguez,
Kuncheva, & Alonso, 2006; Zhang & Zhang, 2008). Talgorithms are considered: Rotation
Forest (Rodriguez, et al., 2006) and RotBoost, lviica combination of Rotation Forest and
AdaBoost (Zhang & Zhang, 2008). In an experimentalidation, Rotation Forest and
RotBoost are applied to four real-life customerrohapplications from various industries, and
their performance is compared to three well-knowseeble classifiers (Bagging (Breiman,
1996), the Random Subspace Method (RSM; Bryll, @rgz-Osuna, & Quek, 2003; Ho,
1998), and Random Forests (Breiman, 2001)), and deasion tree algorithms (C4.5
(Quinlan, 1993) and CART (Breiman, 1984)). Moregveesults from rotation-based
ensembles based on three alternative feature @égtraalgorithms (Principal Component
Analysis (PCA; Jolliffe, 2002), Independent CompainAnalysis (ICA; Comon, 1994) and
Sparse Random Projections (SRP; Kuncheva & Rodrjge@07)) are compared. Rotation
Forest and RotBoost have, to the best of our kndgdenever been applied to customer churn
prediction. Moreover, their performance has newsnbevaluated in terms of AUC or top-
decile lift. Finally, the influence of using altetive feature extraction algorithms for
RotBoost has not been investigated yet.

The rest of the paper is organized in the followmngnner. In Section 1, related literature is
discussed. This includes an introduction to ensenddhssification and an overview of
applications to customer churn prediction. Sectbnfocuses on methodology with a

presentation of the Rotation Forest and RotBoagirahms, and the performance criteria that



are used in the experimental validation. Sectigre®ents the data, experimental conditions
and results of an experimental comparison of diasgerformance. Finally, a conclusion is

formulated and limitations to the study and direcs for future research are provided.

1. Related literature

1.1 Ensemble classification
During the last decade, ensemble classificatiorbleasme a popular field of research, both in

methodological (e.g. Bauer & Kohavi, 1999; Diettlri 2000; Kuncheva, 2004, De Bock,
Coussement, & Van den Poel, 2010) and appliecatitee (e.g. Kim, 2006; van Wezel &
Potharst, 2007). Numerous theoretical and empigttalies demonstrate how the practice of
combining classification models into one aggregateddel can significantly improve
classification accuracy. An ensemble classificatiwodel typically consists of the following
elements: a base or member classification algoridnfusion rule to combine the outputs of
the constituent ensemble members and a heurigtimjiecting diversity into the ensemble
(Kuncheva, 2004). Diversity is an important concefthin ensemble classification theory. It
is generally perceived that the best performingense classifiers combine high accuracy of
member classifiers with a maximum disagreement ddediversity) among the ensemble
members.

The most well-known ensemble classifiers are Baggimd Boosting. In Boosting, ensembles
are built in an iterative manner. A prominent aityon in this category is AdaBoost (Freund
& Schapire, 1996). Using weight manipulation oramepling, misclassified instances are
attributed higher importance in the training dataracconsecutive iterations to force classifiers
to concentrate on instances that are hard to ffassirectly. In Bagging (Breiman, 1996),
each member classifier in the ensemble is builnugpdootstrap sample, i.e., a sample taken
with replacement and usually of the same size as$r#tining data set. Base classifier outputs,

in general from decision trees, are combined usiajority voting. Successful variations



upon Bagging are the Random Subspace Method (RS3Ml, Bt al., 2003; Ho, 1998) and

Random Forests (Breiman, 2001). In RSM, each meimban ensemble of decision trees is
trained on a random selection of features of aiBpdcsize, and member classifiers’ outputs
are averaged. In Random Forests, Bagging is apfdieahdomized trees, i.e. CART decision

trees whereby random feature selection is perforat@séch tree node split.

1.2 Applications to customer churn prediction
Several successful applications of ensemble clea8dn in customer relationship

management can be found in literature. An overvgincluded in Table 1.

[INSERT TABLE 1 ABOUT HERE]

Most applications involve customer churn predictidine first application of an ensemble
method to customer churn prediction, to the besbwf knowledge, is found in Mozer,
Wolniewicz, Grimes, Johnson & Kaushansky (2000)ingglata from a major US wireless
carrier, customer churn is predicted using logiséigression, C5.0 trees, neural networks,
AdaBoost and Boosting with neural networks. Lifrwas reveal favorable performance for
boosted neural networks and AdaBoost. In Hu (2006%tomer churn at a retail bank is
analyzed. The study compares performance of aidecisee, a boosted naive Bayesian
network, a selective Bayesian network, a neuravoit and a hybrid ensemble of all these
classifiers. The authors conclude that the ensenlassifier outperforms all individual
classifiers in terms of lift. Kim (2006) construa@asembles of neural networks and logistic
regression models. An adapted version of Baggingésl: member classifiers are trained on
random samples taken without replacement and witiza equal to half the number of
instances in the training data set. Predicted postelass membership probabilities are

averaged over the ensemble members. The resultsatedthat the ensemble of neural



networks demonstrates great improvement over alesingeural network and that
improvements are more modest for logit ensembiesemmens and Croux (2006), Bagging
and Stochastic Gradient Boosting are applied toocwsr churn prediction in a US wireless
telecommunications company. They find that bothoalgms perform comparably when
evaluated in terms of top-decile lift and Gini domént, and that both improve performance
substantially over a logistic regression. Sevetatliss have suggested the use of Random
Forests for customer churn prediction in finansiavices (Lariviere & Van den Poel, 2005),
pay TV (Burez & Van den Poel, 2007, 2008) and n&psp subscription (Coussement & Van
den Poel, 2009). In each of these studies, Randamests demonstrated superior
classification performance over benchmark algorghBose and Chen (2009) apply hybrid
models, consisting of clustering and boosted C®€isibn trees to churn prediction for a
mobile telecommunications operator. Other studieggsst the use of classification
techniques that deal with the problem of class iar@e in customer churn prediction. Burez
and Van den Poel (2009) compare several stratégideal with class imbalance and advise
the use of weighted Random Forests. Xie et al. {2@@opose Improved Balanced Random
Forests (IBRF) as a variation of Random Forestsdbhemonstrates competitive performance
on data from a Chinese bank. Finally, Glady et(2009) apply AdaCost, a cost-sensitive
version of AdaBoost, to customer churn predictiona European bank.

Finally, two related applications are found in cusér choice modeling. Van Wezel and
Potharst (2007) compare several classification rdlgus for the construction of next-
product-to-buy (NPTB) models. While no dominanceaafy method is observed, ensemble
methods consistently outperform individual clagsgi Prinzie and Van den Poel (2008)
propose a new ensemble classifier for multi-cldssstfication, the Random Multinomial

Logit (RMNL) and apply it to NPTB modeling.



2. Methodology

2.1 Rotation-based ensemble classifiers
In this study, rotation-based ensemble classifeesevaluated for customer churn prediction.

Two algorithms are considered: Rotation Forest (Rpez, et al., 2006) and RotBoost

(Zhang & Zhang, 2008). Consider the following nmtas. LetT be a training data set with
T={( x,y;)} ., consisting oh observations. An instangg;, y,) consists of a vector of input
feature valuesx and a response. Note that for customer churn prediction, onlydon
classification is considered, s00{0,1} where class 1 represents the churn eventheurt

can be decomposed into andY, whereX is the input vector, an x p matrix containing
feature values for alh instances, ang with dimensionalityn x 1 contains class labels. is

the set of predictive features;={X,,..,X,}. In the Rotation Forest algorithm, an ensemble
classifierC of m decision trees is constructed~= { C,,C,,C,,...,.C,,}, whereby the training
data for each base classifier is rotated usingnadt) feature extraction algorithen More
specifically, for each base classifiey a rotation matrixRr is constructed by randomly

taking s subsets fromr (or dividing F into feature subsets of sizg, for each subset

performing feature extraction algoritheanon a bootstrap sample of with a size of 75

percent ofx, and rearranging the coefficients. The trainingadar C; is then obtained by
rotating the input vectox using R and combining the result withi. To combine the
member classifiers’ outputs, predictions are avedagn RotBoost, the base classif@rin

Rotation Forests is replaced by an AdaBoost ciasgis described by Freund and Schapire
(1997)). The detailed pseudocodes of Rotation Foaesl RotBoost can be found in
Rodriguez et al. (2006) and Zhang and Zhang (2G&3ectively.

Rotation Forests demonstrated superior accuracy Begging, AdaBoost and Random

Forests on a broad range of data sets in Rodriguak (2006). The strong performance is
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attributed to a simultaneous improvement of (i)edsity within the ensemble, obtained by the
use of feature extraction on training data andute of decision trees, known to be sensitive
to variations in the training data, as base classifand (ii) accuracy of the base classifiers,
by keeping all extracted features in the trainimgad Zhang and Zhang (2008) introduced
RotBoost as a combination of Rotation Forest andBuibst and their experiments indicated
superior accuracy performance of RotBoost over BaggAdaBoost and MultiBoost and a
slight improvement over Rotation Forests. Applicas of the Rotation Forest and RotBoost
are rather scarce, and both methods have, to tee dfeour knowledge, never been
implemented in a context of customer churn preaircti

Feature extraction plays an important role in rotabased ensemble classifiers. In the
original Rotation Forest algorithm, feature exti@etthrough principal component analysis is
applied (Rodriguez, et al.,, 2006). In Kuncheva d&uabriguez (2007), experiments are
conducted with alternative feature extraction atbpams, i.e., non-parametric discriminant
analysis (NDA), random projections (RP) and spaaselom projections (SRP). In the latter,
a simulated rotation matrix is constructed by sangpall non-zero elements from a standard
normal distribution. Experimental results demortstigood performance of Rotation Forests
based on NDA and SRP, but both are outperforme®®4. In an application of Rotation
Forests to cancer classification, Liu and Huan@8@lso investigate the value of alternative
feature extraction methods. They find that indepamccomponent analysis (ICA; Comon,
1994) is a valuable alternative to PCA that carthier improve the accuracy of Rotation
Forests over PCA and random projections. The infleeof alternative feature extraction
techniques in RotBoost has not been studied so@amen the importance of the choice
regarding the algorithm for feature extraction int&ion Forests, several alternatives are

considered in this study. Three alternative feataréraction algorithms, i.e., principal
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component analysis, independent component anafysis sparse random projections are

compared for both Rotation Forest and RotBoosténeixperimental evaluation.

2.2 Performance criteria
This study uses three performance criteria for élraluation of classifier performance:

accuracy, AUC and top-decile lift. Accuracy (alseferred to as Percentage Correctly
Classified or PCC) is the dominant performancesdaoh in machine learning and ensemble
classification literature (e.g., Rodriguez, et aDP6; Zhang, Zhang, & Wang, 2008), while
AUC and top-decile lift are well established penfi@nce measures in churn literature (e.g.,
Bose & Chen, 2009; Burez & Van den Poel, 2009; Lemsn& Croux, 2006). While accuracy
assumes the transformation of posterior class meshipe probabilities, produced by a
classification model, to class predictions basedthan fixation of a threshold value, AUC
(AUROC), or the Area Under the Receiving Operafii@racteristics Curve is not influenced
by this threshold value and thus is a more objegtierformance criterion (Provost, Fawcett,
& Kohavi, 2000). AUC summarizes the performanceacélassifier represented by a ROC
curve, which plots, for every possible thresholtlgathe true positive ratio (or sensitivity)
versus the false positive ratio (equivalent to om@us the specificity). It takes a value
between 0.5 and 1, where larger values represemiggr performance. AUC is universally
recognized as an objective performance criteriorll-suited for the comparison of
classification models (Langley, 2000; Provost,|t2900).

Several studies underline the importance of topleldidt for the evaluation of customer
churn prediction models (e.g., Lemmens & Croux,&@0@endharkar, 2009). Top-decile lift
refers to the ratio of the percentage of actuakméns in the top ten percent of the highest
predicted churn probabilities, and the percentagactual churners in the total data set. It
concentrates on the segment of riskiest custommdsf@uses on the essence of customer

churn prediction models, i.e., their ability to idiéy the group of customers most likely to
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churn so that retention campaigns can be targdtadfraction instead of all customers and

still reach a majority of all potential churners.

3. Experimental evaluation

3.1 Data
To evaluate the performance of Rotation ForestRwitBoost, experiments are conducted on

data sets from four real-life customer churn prigoiicprojects in large European companies.
For reasons of confidentiality, company names atedisclosed. The characteristics of these

data sets are summarized in Table 2.

[INSERT TABLE 2 ABOUT HERE]

These data sets have a number of common featurss.they all (with the exception of the

first data set) exhibit large dimensionalities, bat terms of number of instances and the
number of descriptive features. Second, they araracterized by considerable class
imbalance, most notable the data sets originatimgmf a bank, a European

telecommunications operator and a do-it-yourselfY{Dhardware store chain. Predictive

features among these data sets capture informatiooustomer demographics, historical
transactional data and financial information.

To deal with class imbalance, which is known totatis classifier performance for

classification algorithms that are not particuladgsigned to deal with this problem,
undersampling is applied, as suggested by Weis84§2aGnd applied to customer churn
prediction by Burez and Van den Poel (2009). Uralagding involves randomly removing

instances from the majority class from the trairitaga until both classes are balanced.

3.2 Experimental conditions
Based on four data sets from real-life customerrrchorediction projects, classification

performance of Rotation Forest and RotBoost is @mep to five benchmark algorithms:
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Bagging, Random Forests, the Random Subspace M@#gid), CART and C4.5. Moreover,
for both Rotation Forest and RotBoost, three adteve versions are included, based on
feature extraction through PCA, ICA and SRP. Adioed earlier, classification performance
is evaluated in terms of three performance metacsuracy, AUC and top-decile lift.

All variations of Rotation Forest and RotBoost @agregrammed in Matlab and implement
PCA and ICA using the Matlab Toolbox for DimensibtyaReduction (van der Maaten,
2007). Bagging and Random Forest results are aataising the adabag (Alfaro, Gamez, &
Garcia, 2006) and randomForest (Liaw & Wiener, 2@@kages in R (R Development Core
Team, 2009). C4.5 results are based upon the Jds8ifeer in WEKA (Frank, Holmes,
Pfahringer, Reutemann, & Witten, 2009). Parametéings for the algorithms are based on
default or recommended values. Random feature wubs®andom Forests are equal to the
square root of the number of features in the detaas suggested by Breiman (2001). This
setting is also used for RSM. Ensemble sizes oBBmdt, Rotation Forest, Bagging, RSM
and Random Forest are set to 100 constituent menpeerensemble. All ensemble classifiers
are combinations of CART base classifiers. Findhg, number of features per feature subset
for both Random Forests and RotBoost is set tes Juggested by Rodriguez et al. (2006).
All ensemble classifiers are combinations of unprudecision trees, while the results for the
individual classifiers originate from pruned C4ridaCART classifiers.

Experimental results are all based upon five tirtvesfold cross-validation (5 x 2cv), as
recommended by Dietterich (1998). In twofold crgalidation, instances in the data set are
randomly assigned to two parts of equal size. Qam¢ iB once used as training data for a
classifier and the performance is calculated ferdther part, acting as a test set. This process
is then repeated, switching the roles of the twia d&t parts. In order to test for significant
differences among classifiers’ results, one-tapaded t-test are performed with significance

level a = 005, as for example applied by Zhang and Zhang (2008).
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3.2 Results
This section presents the results of the experiahectmparison of Rotation Forest and

RotBoost to a selection of benchmark algorithms,data sets from four real-life customer
churn prediction projects. Tables 3, 4 and 5 repesult averages and standard errors of
results in terms of accuracy, AUC and top-deciteréspectively based on runs from a five
times twofold cross-validation (5x2cv). The bestlaecond best results per data set are

indicated in bold and italic fonts, respectively.

[INSERT TABLE 3 ABOUT HERE]
[INSERT TABLE 4 ABOUT HERE]
[INSERT TABLE 5 ABOUT HERE]
[INSERT TABLE 6 ABOUT HERE]

[INSERT TABLE 7 ABOUT HERE]

A first consideration involves the comparison offpemance among the alternative rotation-
based ensemble classifiers. Table 6 summarizeg tlessilts by means of counts of wins,
losses and ties, both for absolute figures anddbasesignificance tests, as described earlier.
The following observations are made from theseltgshirst, RotBoost clearly outperforms
Rotation Forest in terms of accuracy. This holds dlh three variations of the proposed
algorithms. This confirms the findings of Zhang adlang (2008). In their experiments,
RotBoost is found to outperform Rotation Forestt@rms of accuracy, based on an
experimental comparison on 36 UCI data sets. Howéveéerms of AUC and top-decile lift,
Rotation Forests have a clear advantage over RetBés AUC and top-decile lift are the
most relevant performance metrics for customer rehediction, it is found that, based on
these results, Rotation Forests is best suitedhi®rprediction of customer churn. Second,

there are considerable differences among the aligen variations. Moreover, these
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differences are not consistent over all three perémce measures. The value of considering
alternative feature extraction algorithms is masible when considering Rotation Forests.
Rotation Forests based on ICA are superior to #mmations based on both PCA and SRP and
are found to demonstrate the best AUC and top-@éifil results among all rotation-based
ensemble classifiers. This partially extends figdimn Liu and Huang (2008), in which ICA
was found to improve the performance of RotatiomeBts, measured in accuracy, over
standard PCA.

Table 7 provides wins, losses and ties counts, lbothabsolute figures and based on
significance tests, for comparisons between thatiot-based ensemble classifiers, and all
benchmark algorithms. First, results for accuraayeal no clear dominance for any of the
algorithms. RotBoost demonstrates the strongesiracg performance among the rotation-
based ensembles when compared to the benchmarktlaig® However, none of the
algorithms is superior over all others. The strppgormance of the individual trees C4.5 and
CART versus the rotation-based ensemble classifeases questions upon their ability to
generate improvements in accuracy in a churn piiedicontext. Bagging, RSM and CART
appear to be the strongest performing benchmarksonrdy the Rotation Forest variations,
Rotation Forests based on ICA demonstrate the ggstrperformance, but are outperformed
by RSM.

Second, AUC results are better for Rotation For#sia for RotBoost. The best results are
observed for Rotation Forests based on ICA and $&Eh outperform Bagging, RSM,
CART and C4.5 and perform comparably to Random $to@verall, all variations of both
Rotation Forests and RotBoost outperform both idi@ classifiers, CART and C4.5. From
this finding, it is concluded that rotation-based@embles provide a viable strategy to increase

AUC performance over single classifiers. FurtheCAFbased Rotation Forest outperforms
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Bagging, while ICA-based Rotation Forest outperrBagging and RSM and performs
comparably to Random Forests.

Third, in terms of top-decile lift performance, tweamnclusions emerge. First, all three
Rotation Forest algorithms demonstrate performanaeis at least as good as the benchmark
algorithms. Second, Rotation Forests based on I€Aahstrate superior performance over all
benchmark algorithms. Top-decile lift measures oleskfor Rotation Forests based on ICA
are the highest among all compared algorithms Hoget out of four data sets, and second
highest for one data set. Random Forests and R8Mharstrongest performing benchmark
algorithms for this performance measure. This letmlghe conclusion that ICA-based
Rotation Forest is a well-suited algorithms fortonser churn prediction that has the potential
to result in higher top-decile lift performance thahany well-established classification

algorithms, in particular Bagging, RSM, Random BtsgCART and C4.5.

Conclusions, limitations and directions for future research
In applications of customer churn prediction, digsstion performance has a substantial

impact upon customer retention and firm profitapilFor this reason, classification algorithm
choice is an important topic in literature on cas&o churn prediction. In classification
literature, ensemble learning has received a loatt#ntion in recent years. An ensemble
classifier is a combination of several member di@ssmodels into one aggregated model,
including a fusion rule to combine member classsfieutputs. Several studies have indicated
that ensemble classifiers substantially improvessifecation performance in a variety of
domains and in churn prediction in particular. Imst study, rotation-based ensemble
classifiers are evaluated for the prediction otaomeer defection. In rotation-based ensembles,
feature extraction algorithms are applied to rotdue training data that is presented for

training member classifiers in the ensemble. InaRoth Forests, the feature set is randomly
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divided in subsets and a feature extraction algorits applied to each subset. The resulting
coefficients are rearranged in a rotation matrat tk used to rotate the training data for a base
classifier. In RotBoost, the base classifier in @&oh Forest algorithm is replaced with
AdaBoost.

This study provides the following contributionsliterature on customer churn prediction: (i)
it presents a synthesis of literature on the useneémble classifiers for churn prediction, (ii)
it compares two ensemble-based ensemble algoritten&otation Forest and RotBoost, to a
set of often used benchmark algorithms, in termscotiracy, AUC and top-decile lift on four
real-life customer churn prediction applicationsd diii) it compares the influence of the use
of three alternative feature extraction algorithme, principal component analysis (PCA),
independent component analysis (ICA) and sparsgorarprojections (SRP) on classification
performance of both RotBoost and Rotation Forest.

The main conclusions that are derived from the ltesare the following. First, a mutual
comparison of the rotation-based ensembles denadestthat Rotation Forests outperform
RotBoost in terms of AUC and top-decile lift, whiRotBoost demonstrates higher accuracy
than Rotation Forests. Second, considerable difte®are introduced by implementing three
alternative feature extraction algorithms within tBaost and Rotation Forest. Within
RotBoost, ICA and PCA outperform SRP, while witiptation Forest, a clear dominance is
observed for ICA. Overall, both AUC and top-dedifeof Rotation Forest based on ICA are
the highest among all rotation-based ensemblesd;Time dominance of ICA-based Rotation
Forests for AUC and top-decile lift is also obsehvia a comparison to the benchmark
algorithms Bagging, Random Forests, the Random fawlkesMethod (RSM), and pruned
CART and C4.5 classifiers. In terms of accuracynenof the proposed algorithms offers a
clear advantage over the benchmark algorithms. Meweesults in terms of AUC and top-

decile lift clearly show the competitive nature Rétation Forests compared to other well-
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known ensemble algorithms. Moreover, ICA-based fRwia Forests outperform all
benchmark algorithms included in the experimentsmwitonsidering top-decile lift. In
summary, this study demonstrates the value ofiontdtased ensembles for customers churn
prediction and ICA-based Rotation Forests in paldicfor marketing decision makers who
are interested in optimizing AUC, and especially-tecile lift.

Finally, some limitations of this study and directs for future research can be identified.
First, the study involves using recommended andudefvalues rather than performing
optimization for algorithm parameters. Fine-tunif algorithm parameters is infeasible in
the context of comparison between several algostton multiple datasets and is also
unrealistic in the time-constrained business cdniexwvhich customer churn prediction is
often applied. However, we agree that optimizatidnalgorithms might have an impact.
Second, the impact of alternative strategies tol dath class imbalance (instead of
undersampling) is not considered in the presendysté&uture work could investigate the
influence of such strategies upon the performamcRatation Forest and RotBoost. Moreover,
Rotation Forest and RotBoost could be adapted & wigh class imbalance directly, while

eliminating the need for additional data pre-preagg such as under- or oversampling.
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Number of

Study Application Ensemble classifiers used datasets Industry
Mozer, et al., 2000 Churn AdaBoost, ANN Boosting 1 Telecom
Boosted Naive Bayesian Networks,
Hu, 2005 Churn hybrid ensemble 1 Bank
Lariviére & Van den  Churn & customer .
Poel, 2005 profitability Random Forests, Regression Forests 1 Bank
Kim, 2006 Churn Logit and ANN ensembles 1 Telecom
I;&Smens & Croux, Churn Bagging, Stochastic Gradient Boosting 1 Telecom
Burez & Van den
Poel, 2007 Churn Random Forests 1 Pay TV
van Wezel & Potharst Customer choice . . )
2007 modeling Bagging, LogitBoost, MultiBoost 2 US household data
Burez & Van den
Poel. 2008 Churn Random Forests 1 Pay TV
Prinzie & Van den Cross-sell Random Forest and Random 1 Home aopliances retailer
Poel, 2008 Multinomial Logit (RMNL) pp
Bose & Chen, 2009  Churn C5.0 Boosting 1 Telecom
Burez & Van den churn Random Forests, weighted Random 6 Bank, Telecom, Pay TV,
Poel, 2009 Forests, Gradient Boosting Machine Supermarket, Newspaper
Coussement & Van -
den Poel, 2000 Churn Random Forests 1 Newspaper subscription
Glady, et al., 2009 Churn AdaCost 1 Bank
Xie, et al., 2009 churn Improved Balanced Random Forests 1 Bank

(IBRF)

Table 1: Journal articles on customer churn prediction using ensemble classifiers

Minority class

Data set I nstances Number of features per centage
DIY supplies 3,827 15 28.14
Bank 20,456 137 5.99
Telecom 35,550 529 2.76
Mail-order garments 43,305 244 1.76

Table 2: Data set properties
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Algorithm

Random Rotation Rotation Rotation RotBoost RotBoost RotBoost
Data set Bagging Forest RSM CART C4.5 Forest (PCA) Forest (ICA)  Forest (SRP) (PCA) (ICA) (SRP)
0.67958 0.645909 0.667025 0.671941 0.700129 0.646432 0.66102 0.648939 0.655999 0.667188 0.653907
DIY supplies (0.038408)  (0.013682)  (0.047758)  (0.049643) (0.019735)  (0.009015)  (0.010544)  (0.013673)  (0.008319) (0.012593)  (0.011945)
0.761262 0.741257 0.794456 0.761593 0.699556 0.739721 0.754114 0.745531 0.762816 0.767919 0.760119
Bank (0.023503) (0.017151)  (0.028423) (0.042192) (0.018432) (0.010459) (0.013706) (0.013073) (0.014914)  (0.013969) (0.015856)
0.627368 0.611189 0.697064 0.581751 0.574666 0.617108 0.621165 0.618172 0.65585 0.65909 0.659862
Telecoml (0.139022)  (0.012581)  (0.126918) (0.153487) (0.168184)  (0.017847) (0.019457) (0.013381) (0.012307) (0.010704)  (0.010045)
0.757386 0.767542 0.788453 0.728223 0.704761 0.752971 0.759178 0.759675 0.78565 0.78035 0.782176
Mail-order garments (0.036968)  (0.011721)  (0.040276) (0.075765)  (0.014948) (0.01593) (0.01593) (0.01474) (0.010461) (0.008644)  (0.007353)
Table 3: Experimental results: accuracy (average and standard error)
Algorithm
Random Rotation Rotation Rotation RotBoost RotBoost RotBoost
Data set Bagging Forest RSM CART C4.5 Forest (PCA) Forest (ICA) Forest (SRP) (PCA) (ICA) (SRP)
0.751875 0.715235 0.735385 0.68534 0.704201 0.714694 0.728061 0.719185 0.712851 0.716544 0.711165
DIY supplies (0.017471) (0.005956)  (0.015932) (0.011471)  (0.024349) (0.007432) (0.006869) (0.006339) (0.007259) (0.006464) (0.006486)
0.783767 0.80794 0.781244 0.711671 0.704596 0.802956 0.800644 0.788139 0.796827 0.788204 0.773731
Bank (0.016323)  (0.013705) (0.014906)  (0.014935) (0.018448)  (0.013703) (0.013190) (0.02004) (0.017953)  (0.016830) (0.022324)
0.617815 0.627711 0.613174 0.580664 0.569797 0.632488 0.63141 0.624575 0.616719 0.608667 0.615776
Telecoml (0.018505) (0.014645) (0.019734) (0.028621) (0.015564)  (0.013966) (0.014942) (0.019047)  (0.012719) (0.017075) (0.012624)
0.813901 0.837894 0.833482 0.751118 0.69375 0.830779 0.837978 0.83486 0.833589 0.831862 0.831904
Mail-order garments (0.006573)  (0.005450) (0.006506)  (0.009261)  (0.030787) (0.006997)  (0.004546) (0.005076)  (0.006002) (0.006753) (0.006627)

Table 4: Experimental results: AUC (average and standard error)

Data set

Algorithm
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Random Rotation Rotation Rotation RotBoost RotBoost RotBoost
Bagging Forest RSM CART C4.5 Forest (PCA) Forest (ICA) Forest (SRP) (PCA) (ICA) (SRP)
1.231839 1.89094 1.595527 1.61893 1.71041 1.89467 1.97283 1.94865 1.64344 1.49081 1.51686
DIY supplies (0.675133)  (0.109593)  (0.52256)  (0.128876)  (0.164107) (0.114842)  (0.074294)  (0.080356)  (0.254098)  (0.18594)  (0.18349)
3.32787 4.17382 3.85036 2.610721 1.94886 4.05457 4.18526 4.02352 3.77194 3.44686 3.47137
Bank (0.566213)  (0.167603)  (0.193287)  (0.987598)  (0.412066)  (0.157386)  (0.198798)  (0.185257)  (0.342562)  (0.298847)  (0.208837)
1.88947 2.04901 2.05103 1.440157 1.454928 2.15117 2.14091 2.02857 1.45461 1.37258 1.49932
Telecoml (0.287528) (0.159907) (0.112790)  (0.423809) (0.4527) (0.206861) (0.204642) (0.172071) (0.204492)  (0.323750) (0.328532)
4.48775 4.94664 4.75512 3.918638 1.67002 4.82608 497811 4.90222 4.63743 4.47486 4.51686
Mail-order garments (0.286863)  (0.202670)  (0.291992)  (1.071530)  (0.333009)  (0.231544)  (0.155906)  (0.257748) (0.292847) (0.186871)  (0.297776)
Table5: Experimental results: top-decilelift (average and standard error)
Benchmark
Algorithm Criterion Rotation Rotation RotBoost RotBoost RotBoost
Forest (ICA) Forest (SRP) (PCA) (ICA) (SRP)

Rotation Forest (PCA)  Accuracy 0/3/1 (0/4/0) 0/1/3 (0/4/0)  0/4/0 (0/4/0) 0/4/0 (0/4/0) 0/4/0 (0/4/0)

AUC 0/2/2 (2/2/0) 2/2/0 (2/2/0) 3/0/1 (3/1/0) 2/0/2 (2/2/0) 2/0/2 (3/1/0)

Top-decilelift ~ 0/3/1 (1/3/0) 1/1/2 (2/2/0) 4/0/0 (4/0/0) 4/0/0 (4/0/0) 4/0/0 (4/0/0)

Rotation Forest (ICA)  Accuracy - 2/0/2 (3/1/0)  O/3/1 (L/3/0) O/3/1(0/4/0)  1/2/1 (1/3/0)

AUC - 4/0/0 (4/0/0)  3/0/1 (4/0/0)  4/0/0 (4/0/0)  4/0/0 (4/0/0)

Top-decile lift - 2/0/2 (4/0/0)  4/0/0 (4/0/0)  4/0/0 (4/0/0)  4/0/O (4/0/0)

Rotation Forest (SRP) Accuracy - - 0/3/1 (0/4/0) 0/4/0 (0/4/0) 0/3/1 (0/4/0)

AUC - - 1/0/3 (3/1/0) 1/0/3 (3/1/0) 3/0/1 (2/2/0)

Top-decile lift - - 4/0/0 (4/0/0)  4/0/0 (4/0/0) 4/0/0 (4/0/0)

RotBoost (PCA) Accuracy - - - 1/2/1 (1/3/0) 0/0/4 (3/1/0)

AUC - - - 2/0/2 (3/1/0) 2/0/2 (4/0/0)

Top-decile lift - - - 2/0/2 (4/0/0) 3/0/1 (3/1/0)

RotBoogt (ICA) Accuracy - - - - 2/0/2 (2/2/0)

AUC - - - - 2/1/1 (2/2/0)

Top-decilelift - - - - 0/1/3 (0/4/0)

Table 6: Performance comparison: wins-losses-ties counts among rotation-based ensemble classifiers.
Results are presented for both significance tests and absolute figur es (between brackets)
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Benchmark

Algorithm Criterion -
Bagging  Random Forest RSM CART C4.5
Rotation Forest (PCA) Accuracy 0/2/2 (0/4/0) 0/1/3 (2/2/0) 0/3/1 (0/4/0) 0/0/4 (2/2/0) 2/1/1 (3/1/0)
AUC 3/1/0 (3/1/0) 0/3/1 (1/3/0) 2/2/0 (2/2/0) 4/0/0 (4/0/0) 3/0/1 (4/0/0)

Top-decilelift 4/0/0 (4/0/0) 1/2/1 (1/3/0) 4/0/0 (4/0/0) 4/0/0 (4/0/0) 4/0/0 (4/0/0)

Rotation Forest (ICA)  Accuracy 0/0/4 (1/3/0)  3/1/0 (3/1/0)  O/3/1 (0/4/0) 0/0/4 (3/1/0) 2/1/1 (3/1/0)
AUC 3/1/0 (3/1/0)  2/1/1(3/1/0)  3/0/1 (3/1/0) 4/0/0 (4/0/0) 4/0/0 (4/0/0)

Top-decilelift 4/0/0 (4/0/0)  2/0/2 (4/0/0)  3/0/1 (4/0/0) 4/0/0 (4/0/0) 4/0/O (4/0/0)

Rotation Forest (SRP)  Accuracy 0/2/2 (1/3/0) 1/1/2 (3/1/0) 0/3/1 (0/4/0) 0/0/4 (3/1/0) 2/1/1 (3/1/0)
AUC 1/1/2 (3/1/0) 1/1/2 (1/3/0) 3/0/1 (3/1/0) 4/0/0 (4/0/0) 4/0/0 (4/0/0)

Top-decilelift 3/0/1 (4/0/0) 0/1/3 (1/3/0) 2/0/2 (3/1/0) 4/0/0 (4/0/0) 4/0/0 (4/0/0)

RotBoost (PCA)  Accuracy 2/1/1 (3/1/0)  4/0/0 (4/0/0) 0/3/1 (0/4/0) 1/0/3 (3/1/0) 2/1/1 (3/1/0)
AUC 2/1/1 (2/2/0) 0/1/3 (0/4/0) 1/1/2 (3/1/0) 4/0/0 (4/0/0) 4/0/0 (4/0/0)

Top-decilelift 1/1/2 (3/1/0) 0/4/0 (0/4/0) 0/1/3 (1/3/0) 2/0/2 (4/0/0) 2/0/2 (4/0/0)

RotBoost (ICA)  Accuracy 1/0/3 (3/1/0)  4/0/0 (4/0/0) 0/1/3 (1/3/0) 1/0/3 (3/1/0) 2/1/1 (3/1/0)
AUC 1/2/1 (2/2/0) 0/3/1 (1/3/0) 0/1/3 (1/3/0) 4/0/0 (4/0/0) 3/0/1 (4/0/0)

Top-decilelift 0/1/3 (2/2/0) 0/4/0 (0/4/0) 0/3/1 (0/4/0) 1/1/2 (2/2/0) 2/1/1 (2/2/0)

RotBoost (SRP)  Accuracy 1/1/2 (2/2/0)  4/0/0 (4/0/0) O/1/3 (0/4/0) 1/0/3 (3/1/0) 2/1/1 (3/1/0)
AUC 1/1/2 (1/3/0)  O/3/1 (0/4/0) O/1/3 (0/4/0) 4/0/0 (4/0/0) 3/0/1 (4/0/0)

Top-decilelift 0/1/3 (2/2/0) 0/4/0 (0/4/0) 0/3/1 (0/4/0) 1/1/2 (3/1/0) 2/1/1 (3/1/0)

Table 7: Performance comparison: wins-losses-ties counts of Rotation Forest and RotBoost ver sus benchmark
algorithms. Results are presented for both significance tests and absolute figur es (between brackets)
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