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Abstract

This paper investigates whether the stock returns of banks with different risk profiles exhibit

different risk factor sensitivities over the business cycle. More specifically, we investigate whether

or not high levels of capital adequacy or functional diversification provide banks with a structural

hedge against a deterioration in the prevailing credit market conditions. Based on recent imper-

fect capital market theories, we develop a number of theoretical arguments for the existence of

asymmetries in systematic risk across various types of banks. We use a regime-switching model

to test the theoretical hypotheses empirically on a sample of European listed banks. We find that

bank stock returns are strongly asymmetric; both the sensitivity to shocks and the conditional

volatility are higher during business cycle troughs. Better capitalized and functionally diversified

banks are perceived by investors as being better protected against a deterioration in credit market

conditions compared to their relatively less capitalized and more specialized competitors.
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1 Introduction

This paper investigates whether stock returns of European banks with a different risk profile exhibit

different risk factor sensitivities over the business cycle. While it is widely accepted that banks act

as delegated monitors and manage risk, an important question is to what extent bank stock returns

are sensitive to business cycle fluctuations. Theories of imperfect capital markets (Bernanke and

Gertler 1989; Kiyotaki and Moore 1997, for example) argue that asymmetric information and agency

costs are typically high during business cycle troughs and low during booms. The banking sector is

especially vulnerable to adverse selection and moral hazard, both caused by asymmetric information.

A recession will directly increase the overall riskiness of the outstanding loans through a reduction

in the total value of collateral and a lower success rate of financed projects. Indirectly, moral hazard

may increase loan riskiness if the lower firm value caused by worsening economic conditions leads to

excessive risk taking behavior of borrowers. Notice that also banks themselves will be more prone to

gambling in an environment in which their franchise values are being eroded (see e.g. Hellmann et

al. 2000). These theories predict that banking becomes more risky in business cycle troughs. Apart

from being driven by cyclical variation, banking risk may also increase during periods of financial

turmoil. The aim of this paper is to investigate these statements empirically using a large sample of

listed European banks over a two-decade period. More specifically, we test (1) whether or not bank

stocks are sensitive to changes in the overall credit market conditions, and (2) whether or not these

sensitivities vary asymmetrically over the business cycle.

A second question we want to address is whether the relationship between bank stock returns

and credit market conditions depends on the risk profile of the bank. In this respect, we focus on

two features of modern banking: capital adequacy and functional diversification. First, banks are

required to hold minimum levels of capital to cover unexpected losses incurred on their risky assets.

However, banks may hold capital in excess of the regulatory minimum to signal their creditworthiness.

The question is whether or not the stock market judges banks with excess capital coverage to be less

sensitive to adverse economic and financial shocks. Second, banks have been allowed to broaden the

scope of their activities beyond their traditional intermediation role of taking deposits and making

loans. In Europe, the Second Banking Directive of 1989 allows banks to combine commercial banking,

investment banking, asset management, financial advisory activities and even insurance underwriting.

The question is whether or not the stock market judges these financial conglomerates to be less
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sensitive to adverse shocks because of their diversified risk profile. Therefore we investigate whether

adequate capitalization or functional diversification (sometimes called universal banking) make banks

less vulnerable to worsening credit market conditions. In addition, we test whether the asymmetry

in business cycle sensitivity is different for banks with opposite risk profiles. Practically, we subdivide

the sample of listed European banks in subsamples of relatively strongly versus relatively poorly

capitalized banks, and functionally diversified versus specialized banks. Similar to Perez-Quiros and

Timmermann (2000), we compare the sensitivities of the stock returns of these portfolios over two

states using a bivariate factor model with regime switches in both the factor sensitivities and the

conditional volatility. The regime-switching model detects strong asymmetries in the distribution of

bank stock returns: both the sensitivity to shocks and the conditional volatility are higher during

business cycle troughs for all types of banks. Better capitalized and functionally diversified banks are

found to be better protected against a deterioration in credit market conditions compared to their

relatively less capitalized and more specialized competitors.

A thorough understanding of this issue is of obvious importance for national and international bank

supervisors and regulators. A deterioration of bank health may be transmitted to the real economy and

may raise questions about the systemic stability of the financial system. Current efforts at the BIS level

(commonly called Basel II) have the ambition to relate the capital position of banks more adequately

to the overall riskiness of their operations. We investigate whether adequate capitalization is perceived

by the stock market as a structural hedge against negative economic shocks. One of the pillars of

the proposed new prudential strategy of Basel II is to introduce elements of market discipline in the

supervisory process. Hence, it is important to determine whether bank stock prices are a potentially

useful indicator of financial stress. The examination of the impact of functional diversification of

banking institutions on their risk profile may provide useful information on the desirability of the

gradual broadening of banking powers. In this respect, the European bank sector offers a broad

scope for fertile research, since the Second Banking Directive (1989) has given banks a large degree

of freedom to implement strategies of functional diversification. In the US, the 1999 Gramm-Leach-

Bliley Act dismantled depression-era barriers between banks and other financial businesses, clearing

the way for the creation of financial supermarkets. However, in contrast to the European case, only

a limited number of cross-activity merger deals have been recorded in the US, largely ascribed to the

unfavorable economic and financial market conditions. It remains an open question whether or not
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the longer-term equilibrium involves the coexistence of specialized and diversified financial services

firms. Focusing on those European banks that made long-standing strategic choices in terms of the

scope of their activities may provide useful information.

The remainder of the paper is organized as follows. Section 2 develops the theoretical justification

for the existence of asymmetries in bank stock returns, both across the business cycle and across

various bank risk profiles. Section 3 introduces the regime-switching methodology that allows us to

incorporate and test these asymmetries in an empirical model. Section 4 describes the data and the

construction of the bank portfolios. Section 5 presents and interprets the empirical results and section

6 concludes.

2 Theoretical Framework

The aim of this section is twofold. First, we want to provide a theoretical foundation for the hypothesis

that bank stocks may depend asymmetrically on the business cycle. Second, we provide arguments

for the claim that banks with a different risk profile may react differently to swings in the business

cycle. More specifically, we develop hypotheses about the behavior of banks with a different degree of

capital adequacy (strongly versus poorly capitalized banks), and functional specialization (diversified

versus specialized banks).

2.1 Bank Stocks and Credit Market Conditions

In their role as financial intermediaries, banks are inherently exposed to changes in the overall eco-

nomic conditions. From a theoretical point of view, banks are commonly characterized as delegated

monitors, because they issue illiquid claims (loans) funded by short-term liquid deposits (Diamond

1984). In their lending business, banks are exposed to default risk, caused by problems of asymmetric

information, both ex ante (adverse selection) and ex post (moral hazard). In their role as maturity

transformers, banks are exposed to interest rate risk because the average duration of their assets

exceeds that of their liabilities. However, these risks are themselves influenced or even determined

by business cycle conditions. In the literature, various channels have been developed through which

economic conditions may have an impact on bank risk̇. We use three channels to justify our hy-

potheses. First, there is an obvious association between the business cycle, the degree of asymmetric
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information, and bank default risk. Second, the economic environment may influence bank lending

behavior and may alter the trade-offs between risk and franchise value. The third channel builds

on the role of bank lending in the transmission of monetary policy. The state of the business cycle

is , however, not the only potential source of banking risks. As a fourth determinant, we consider

the uncertainty surrounding financial crises because, irrespective of their case-specific geographical

occurrence, they may have an impact on the risk of the European banking system through economic

linkages, lending exposures or a worldwide shift in risk aversion. Examples include the Asian and

Russian crisis as well as the collapse of the Long Term Capital Market (LTCM) hedge fund. In what

follows, we define credit market conditions as a combination of the state of the business cycle and the

degree of uncertainty related to the effects of (remote) financial crises.

First, in economic downturns, it becomes more difficult for banks to assess the creditworthiness

of corporate borrowers. Since adverse economic conditions have a negative impact on the cash flow

of borrowers, banks may suffer losses because some of their outstanding loans default. At the same

time, the assessment of new loan applicants becomes more subject to type I errors because the net

present value of new corporate investment becomes more uncertain. In addition, the net worth of

companies and the value of their collateralizable assets decreases. Bernanke and Gertler (1989) argue

that information and agency costs are inversely related to the borrower’s net worth and collateral.

Since the value of collateral is likely to be procyclical, asymmetric information will be relatively high in

business cycle downturns and relatively low in booms. This implies that bank intermediation becomes

riskier during downturns through a reduction in the value of collateral attached to outstanding loans

and an increase in the degree of asymmetric information. These effects should especially increase the

risk of poorly capitalized banks, because they have a lower buffer for unanticipated losses, and of

banks specialized in traditional bank intermediation, because their profits depend predominantly on

the realized interest margin.

Second, a shift in the risk profile of banks over the business cycle can also be caused by changing

incentives on the part of banks. Economic downturns may produce the conditions in which banks

have incentives to lower their lending standards and, hence, increase their riskiness. Rajan (1994)

argues that bank managers with short horizons will set credit policies that are driven by demand

side conditions, which could amplify business cycle movements. Hellmann et al. (2000) show that
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banks have an incentive to gamble when their franchise value is harmed. Since this effect will be

stronger in economic downturns, bank riskiness may behave asymmetrically. These risk incentives

may cause lending cycles and associated swings in the riskiness of banks (Kiyotaki and Moore 1997;

Asea and Blomberg 1998, for example). Repullo (2002) and Schoors and Vander Vennet (2003) show

that a gambling equilibrium may exist when the degree of asymmetric information increases, which is

typically associated with recessions. However, they also show that this risky behavior is less likely to

occur when capital adequacy rules are binding. Hence, we expect that well capitalized banks will be

less prone to excessive risk taking.

Third, there is evidence of a bank lending channel in most developed economies, although its

importance vis-à-vis other monetary policy transmission channels remains disputed (see Angeloni et

al. 2002). Faced with adverse credit market conditions, banks may elect to ration credit. This

happened in a number of periods, both in the US and in Europe. Peek and Rosengren (1995) argue

that the recession of 1990-1991 in New England was reinforced by the reluctance of banks to lend. Also

in the most recent business cycle downturn (2001-02), banks have been accused of being excessively

restrictive, both in the US and in Europe (The Economist 2002). However, banks will react differently

to monetary policy actions, depending on their financial strength and their access to internally or

externally generated liquidity. Kashyap and Stein (1995) conclude that small banks seem more prone

than large banks to reduce their lending, with the effect greatest for small banks with relatively low

liquidity buffers. On the other hand, well capitalized banks should find it relatively easy to access

the interbank or the securities markets to raise funds in the face of a deposit shock. This implies

that a restrictive monetary policy will have less impact on the loan supply of well capitalized banks.

Empirically, Kishan and Opiela (2000) show that the impact of monetary policy actions is different for

banks with different sizes and capital ratios in the US. Similar evidence is reported across the EMU

banking systems in the 1990s (Altunbas et al. 2002). Hence, well capitalized banks are expected to

be less sensitive to the effects of a restrictive monetary policy.

Fourth, the perceived riskiness of the European banking system may increase in times of financial

turmoil. Often these events are not related to the performance of the local economy, but to stress

in remote financial systems or individual institutions to which European banks are exposed. For

instance, both the credit spread and volatility on bank bonds and stock returns increased considerably

6



in the aftermath of the Asian and Russian financial crises and the collapse of the Long Term Capital

Management (LTCM) hedge fund (see IMF 2003). The increased riskiness reflects uncertainty about

exposure banks may have to these crisis regions, or more generally, about the effect the crises may

have - through bank contagion - on the systemic stability of the financial system (see De Bandt and

Hartmann 2000, for an overview).

This selective survey of arguments related to the relationship between the business cycle, financial

crises, and bank behavior leads us to the hypothesis that bank riskiness is expected to reflect changes

in credit market conditions, but potentially in an asymmetric fashion. The second hypothesis of this

paper is that banks with different risk strategies will be affected in a structurally different way by

economic swings. Banks know that shifts in credit market conditions, such as a deterioration of the

creditworthiness of their borrowers, may be caused by reversals of the business cycle. Consequently,

they will try to mitigate some of the associated risk, e.g. by hedging certain positions with credit

or other types of derivatives. However, while the off balance sheet activities of commercial banks

have increased substantially over the last decade, it is not clear if this trend has produced less risk

(see BIS 2003). Hence, even a careful hedging strategy may not constitute an effective protection

against unanticipated events (Peek and Rosengren 1997; Froot and Stein 1998; Chaudhry et al. 2000;

Cebenoyan and Strahan 2004). We consider two possible avenues for banks to adjust their risk profile

in a more structural way: functional diversification and high levels of capital adequacy.

2.2 Bank Risk Profile

A first option for banks is to diversify their income sources by engaging in different types of financial

services. Many countries allow universal banking or the formation of financial conglomerates in which

commercial banking, insurance and securities-related activities can be integrated, although different

organizational models of universal banking coexist (Saunders and Walter 1994). Typically, banks have

tried to lessen their dependence on interest income (from loans and securities) and have increased

the proportion of non-interest income in total revenues. The economic rationale refers to standard

portfolio theory. If the non-interest income sources are imperfectly correlated with the traditional

revenues from intermediation, the bundled income stream will be more stable. ECB (2000) reports

an inverse correlation between interest income and non-interest income in several EU bank markets,

suggesting a high potential for diversification benefits. The general conclusion of merger studies
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among different financial services providers is that the combination of banking and other activities,

especially insurance, may have a positive impact on the overall riskiness of the conglomerate (Kwan

and Laderman 1999; Genetay and Molyneux 1998; Cybo-Ottone and Murgia 2000). DeLong (2001),

however, finds higher abnormal returns for focusing rather than diversifying US bank mergers. For US

banks, Stiroh (2002) finds that interest income and non-interest income have become more correlated

in recent years. In contrast to merger studies and correlation analyses, our approach allows a direct

assessment of the sensitivity differences to economic shocks for diversified versus specialized banks.

Based on a different argumentation, a number of studies have provided evidence that universal

banks could be less risky than their specialized peers. The closer ties with corporate borrowers and

repeated lending may give universal banks access to private information which may improve the

effectiveness of their monitoring efforts. The biggest advantage of universal banks may be in the ex

post monitoring of firms facing financial distress because they can build up renegotiation reputation

(Chemmanur and Fulghieri 1994; Longhofer and Santos 2000). If universal banks are better able

to deal with financial distress, their cash flows will be less affected by adverse economic conditions.

Specialized banks, on the other hand, are expected to be more vulnerable to economic fluctuations.

Based on a large sample of European banks, Vander Vennet (2002) finds that the market betas of

universal and specialized banks do not differ significantly in periods of economic expansion. In times

of economic contraction, however, the market beta of universal banks is significantly lower than that

of specialized banks. This finding is consistent with the conjecture that universal banks are better

monitors and, hence, are less sensitive to shifts in the business cycle. The results are broadly in line

with those reported by Dewenter and Hess (1998) for portfolios of relationship versus transactional

banks in eight countries. Hence, our prediction is that diversified (universal) banks exhibit less

sensitivity to shifts in credit market conditions than their specialized competitors and that diversified

banks are less vulnerable to adverse credit market conditions.

A second option for a bank to signal financial strength is to maintain a relatively high level of

capital as a protection against possible losses. Banks in all European countries that are analyzed in this

paper are required to maintain minimum capital levels as a proportion of their risky assets, calculated

according to the current BIS standards. However, while the supervisory authorities impose a risk-

based capital ratio of 8%, banks can signal their creditworthiness by holding levels of equity in excess

of the required minimum. The excess capital serves as an additional buffer to cover unexpected future
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losses, thereby decreasing the risk of failure. In all standard models of banking, high capital levels

are associated with a lower bankruptcy risk (see Freixas and Rochet 1999). Hence, the prediction

is that banks with a relatively high degree of capital coverage should be better able to alleviate

adverse changes in the business cycle and, consequently, will be judged by the financial markets to be

less sensitive to shifts in credit market conditions. Next to this positive risk effect, well capitalized

banks could also benefit from the potentially lower funding costs that this strategy may imply. This

element of market discipline is expected to apply especially to the funds obtained in the professional

and interbank markets, where competitive pricing based on perceived riskiness is standard practice.

Berger (1995) documents a positive relationship between capital and earnings for US banks, a finding

which he ascribes to the beneficial effect of capitalization on funding costs. Goldberg and Hudgins

(2002) and Park and Peristiani (1998) show that uninsured deposits are exposed to market discipline.

They find that riskier banks attract smaller amounts of uninsured deposits and pay higher interest

rates on this type of funding than less risky competitors. For European banks, Sironi (2003) finds

that investors in bank subordinated debt are sensitive to bank risk and that this effect has increased

over the 1990s1. This beneficial effect on bank profits may strengthen the positive risk effect of higher

capital levels and, hence, affect the valuation of the bank by the stock market.

From this overview it is clear that banks with different risk profiles (functionally diversified versus

specialized, and relatively high versus relatively low capital ratio) should exhibit different sensitivities

to changes in the credit market conditions. Since listed European banks have implemented different

risk strategies, we can use their stock returns to assess the sensitivities to pervasive shifts in credit

market conditions empirically by using a regime-switching methodology.

3 The empirical model

3.1 General Specification

We compare return distributions of portfolios of banks with opposing risk strategies, say 1 and 2.

Let r1,t be the return on a portfolio of banks with strategy 1, and r2,t the return on a portfolio of

1A number of studies have examined whether the stock market is able to differentiate among financial institutions
with different financial and risk profiles. The evidence suggests that the stock market reacts efficiently to information
concerning individual banks and to changes in the regulatory environment (see Flannery (1998) for the US and Brewer
III et al. (1999) for Japan). The findings support the idea that stock markets are able to assess the quality of the bank’s
assets.
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banks with the opposite strategy 2. The returns rt = [r1,t, r2,t]′ contain an expected component,

Et−1[rt], and an unexpected component, εt = [ε1,t, ε2,t]′. The return innovations deviate from zero

partly because of news and partly because of noise in the market. Suppose that the information that

becomes available to investors at time t is contained in Xt ∈ Rn, so that the time t information

set is given by Ωt = [Xt, Xt−1, ..., X0]′. We define news as innovations in the information set, or

εx,t = Xt − E[Xt|Ωt−1]. Current returns are then described by the following system:

rt = E [rt|Ωt−1] + εt = E [rt|Ωt−1] + β′ (St) εx,t + ut,

where β =
[
β1, β2

]′
is a n by 2 matrix of parameters that depends on a latent regime variable

St, and ut represents noise in the market. The matrix of parameters β governs the relationship

between return innovations and news. Several authors (see Flannery and Protopapadakis 2002) have

successfully demonstrated the link between return innovations and a large set of macroeconomic and

financial news factors. Most of these studies, however, do not allow the relationship between returns

and news to change over time. Perez-Quiros and Timmermann (2000, 2001) argue, however, that

the relationship between expected returns and information variables may depend on the state of the

business cycle. They test their hypothesis on the Fama and French size-sorted decile portfolios, and

find that asymmetries are especially strong for small firms. This confirms theoretical predictions that

small firms are expecially vulnerable to tightening credit market conditions because of their lower

levels of collateral. In the previous section, we argued that different types of banks are likely to react

differently to changes in the prevailing credit market conditions. To test this hypothesis, we allow the

return sensitivities of different types of banks to depend on business cycle news via a latent regime

variable St. We suppose that St can take only two values, St = 1 or St = 2. This specification allows

us to test whether the sensitivity of bank stock returns to economic news is governed by two states and

whether these states correspond to recessions and expansions respectively. If these hypotheses would

be confirmed, one can directly test whether banks with opposite strategies have different exposures

to economic shocks in business cycle downturns and upturns.

Not only bank stock returns sensitivities are likely to be affected by business cycle fluctuations,

but also their volatility. Campbell et al. (2001), among others, find stock return volatility to in-

crease substantially in economic downturns. Conditional volatility is usually modelled in an ARCH or
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stochastic volatility framework. Recently, however, regime-switching volatility models have attracted

considerable interest, for several reasons. First, as argued by e.g. Diebold (1986) and Lamoureux

and Lastrapes (1990), the near integrated behavior of the conditional variance might be due to the

presence of structural breaks, which are not accounted for by standard GARCH-models. This per-

sistence is shown to disappear when regime-switching volatility models, pioneered by Hamilton and

Susmel (1994), Cai (1994), and Gray (1996), are used. High volatility regimes are typically found to

correspond with recession periods. Second, as discussed in Ang and Bekaert (2001), regime-switching

volatility models do much better in modeling asymmetric correlations, i.e. the empirical regularity

that correlations are larger when markets move downward than when they move upward, even com-

pared to the fairly general GARCH models. Apart from distinguishing between regimes or by adding

(G)ARCH terms, a number of studies have directly related conditional volatility to innovations in

macroeconomic and financial variables. Glosten et al. (1993) found a positive link between condi-

tional volatility and the level of the short rate, while Flannery and Protopapadakis (2002) find that

a set of real and monetary variables significantly drive daily conditional US market volatility. In this

paper, as in Perez-Quiros and Timmermann (2000), we take into account these findings by making the

conditional variance-covariance matrix Ht dependent on the latent regime variable St and on a set of

information variables yt−1,where yt−1 is a subset of Ωt−1. More specifically, we extend the constant

correlation model of Bollerslev (1990) to include regime switches:

ut ∼ N(0,H(yt−1, St)),

where

H(yt−1, St) =




h1(yt−1, St) 0

0 h2(yt−1, St)







1 ρ(St)

ρ(St) 1







h1(yt−1, St) 0

0 h2(yt−1, St)


 ,

where ρ(St) is the regime-dependent correlation coefficient. The univariate conditional variance spec-

ifications for respectively bank type 1 and 2, h1and h2, are specified as follows:

ln(hz(yt−1, St)) = ωz(St) + Ψz(St)yt−1,

where ωz is an intercept, and Ψz is a n× 1 vector of parameters, for z = {1, 2} .
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As argued before, the sensitivity of return innovations and the variance-covariance matrix to news

factors is conditional on a latent regime variable St. We limit the number of states to two, so St can

take on two values: St = 1 or St = 2. This regime variable follows a two-state Markov chain with a

time-varying transition probability matrix Πt, defined as

Πt =




Pt 1− Pt

1−Qt Qt


 , (1)

where the transition probabilities are given by

Pt = Pr(St = 1|St−1 = 1, φt−1) = p(φt−1)

Qt = Pr(St = 2|St−1 = 2, φt−1) = q(φt−1). (2)

φt−1 is a subset of information variables part of the information set Ωt−1 that influence the probability

that there occurs a state switch between time t − 1 and t. Because the states should more or less

correspond with periods of booms and recessions, we let φt−1 contain information about the state of

the business cycle. We use a logistic function to guarantee that Pt and Qt are between zero and one

at any time:

P =
exp(ξp + ζ ′pφt−1)

1 + exp(ξp + ζ ′pφt−1)

Q =
exp(ξq + ζ ′qφt−1)

1 + exp(ξq + ζ ′qφt−1)
.

The assumption that the return process of both bank series is driven by a single latent variable may

look restrictive. However, the aim of this latent variable is to separate expansion from recession states,

rather than discovering bank-specific states. Differences in exposure over the business cycle between

banks will be determined by the bank-specific parameters within a state.

3.2 Testable Restrictions

The specification presented above allows for a large number of interesting tests. The first question we

want to investigate is whether bank stock returns react significantly to our economic news variables.
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Apart from the standard significance tests on the individual parameters, we also test whether the

bank-specific betas are individually and jointly significant across regimes. More specifically, we test

whether β1 (St = 1) = β1 (St = 2) = 0, whether β2 (St = 1) = β2 (St = 2) = 0, and whether they are

jointly equal to zero. Similarly, the relevance of news for the conditional variance is investigated by

testing, respectively, whether Ψ1 (St = 1) = Ψ1 (St = 2) = 0, Ψ2 (St = 1) = Ψ2 (St = 2) = 0, or both.

Finally, we test whether the information variables contained in φt significantly drive the transition

probabilities Pt and Qt by testing whether ζp and ζq are significantly different from zero.

A second question we want to answer is whether bank stock returns react asymmetrically over the

regimes. In the mean equation, we reject symmetry for bank z when the null hypothesis βz (St = 1) =

βz (St = 2) does not hold. In a similar fashion, we investigate whether the asymmetry of the condi-

tional volatility is stronger for a specific type of banks, both with respect to the intercept ω and the

sensitivities Ψ.

Third, we are interested in whether different types of banks react differently to information. Sup-

pose that state 1 and 2 broadly correspond to recession and expansion states, respectively. First of

all, the reaction of bank stocks to news may only be statistically significant in one state, typically

in the recession state. Therefore, the following hypotheses are tested: β1 (St = 1) = β2 (St = 1) ,

β1 (St = 2) = β2 (St = 2) , and both. To test whether the sensitivity of the conditional volatil-

ity to news differs significantly between banks across states, we test whether the hypothesis of

Ψ1 (St = 1) = Ψ2 (St = 1) ,Ψ1 (St = 2) = Ψ2 (St = 2) , or both, hold. Similarly, the hypothesis that

bank 1 (2) reacts more asymmetrically to business cycle information than bank 2 (1) is investigated

by testing the null that

∣∣β1 (St = 1)− β1 (St = 2)
∣∣ =

∣∣β2 (St = 1)− β2 (St = 2)
∣∣

against the alternative hypothesis that the sensitivity differential is largest for bank type 1 (2). Table

7 gives an overview of the various likelihood ratio tests calculated for this model.
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4 Data Description

Our dataset includes a total number of 143 listed European banks and covers the period January

1985-June 2002.2 This period encompasses markedly different states of the European business cycle

and, hence, is particularly well suited to investigate the evolution of bank risk sensitivities over the

business cycle. It contains the economic boom of the second half of the 1980s, the economic slowdown

at the beginning of the 1990s, and the period of economic growth associated with the EMU-related

convergence in the mid-1990s, interrupted by a number of financial crises (Mexican, Asian, and Russian

crisis and the near-collapse of the Long Term Capital Management hedge fund). Finally, our sample

also includes the period of global economic slowdown in the period 2000-2002 in which a lot of concerns

were raised about the health of certain types of banks (see The Economist 1998, 2002). Since most of

the listed banks in Europe are the largest in terms of asset size, they cover the vast majority of their

national banking systems. Consequently, our results reflect pervasive risk effects across European

banking. These large banking institutions are also of particular concern for national and European

regulators and supervisors.

The dependent variables in this study are the excess returns of portfolios of banks with specific

risk characteristics. For the 143 European banks, we download monthly stock returns (including

dividends) from Datastream International. Returns are denominated in German marks before 1999,

and in euro thereafter3. Next to the banks listed in June 2002, the sample includes 39 dead banks to

alleviate the problem of survivorship bias.4 We require that the banks display at least two years of

return data in order to ensure that we estimate meaningful risk exposures.

4.1 Types of banks

To construct portfolios of banks with different risk profiles, all banks in the sample are ranked according

to their degree of functional diversification and their capital adequacy level. Balance sheet and income

statement data are retrieved from Bankscope, a bank database maintained by the London-based rating
2More specifically, the sample includes 7 Austrian, 7 Belgian, 4 Danish, 6 Dutch, 3 Finnish, 6 French, 11 German, 4

Greek, 3 Irish, 24 Italian, 4 Luxemburg, 6 Norwegian, 7 Portuguese, 20 Spanish, 6 Swedish, 8 Swiss and 17 UK banks.
3All returns are denominated in a common currency so that stock returns of banks within a particular portfolio

but from different countries can be aggregated. We choose the German mark because it was considered by market
participants as the anchor currency of the European Monetary System before the introduction of the euro in 1999. As
a robustness test, we also constructed the various portfolios based on local returns. Summary statistics were found to
be qualitatively similar to those based on deutschmark denominated returns.

4None of the banks included in the sample went bankrupt; all delisting are related to mergers. When a bank is fully
acquired, the target bank is treated as a dead stock.
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agency Fitch/IBCA on a yearly basis. This data is sufficiently comparable across countries for a

number of reasons. First, bank accounting rules are relatively similar between the European countries

under investigation. Second, all data is obtained from Fitch/IBCA’s harmonized balance sheet and

income statements. Finally, for the items needed to construct the relevant ratios, we check the data for

internal consistency to guarantee that all ratios are calculated based on the same items and subitems.

In order to make a distinction between relatively strongly and poorly capitalized banks, we make a

ranking of banks based on the ratio ’equity-to-total customer loans’5. To distinguish between function-

ally diversified and non-diversified banks, we make a ranking of banks based on the ratio ’non-interest

income-to-total income’. Non-interest income includes commissions and fees, e.g. from insurance

underwriting and distribution, investment banking activities, asset management, and proprietary fi-

nancial market trading. The Second Banking Directive (1989) allows banks to engage freely in these

types of financial service activities. While a number of European banks have adopted strategies that

eventually led to the creation of financial conglomerates, others have remained more focused on tra-

ditional intermediation. For the 143 European banks in our sample, there are on average 7 years of

balance sheet data available, with a minimum of two years. As a result, we are not able to make a

yearly ranking of banks from 1985 until 2002. Instead, we concentrate on the average ’equity-to-total

customer loans’ and the ’non-interest income-to-total income’ ratios for which data over the sample

period is available. Banks with the 15% highest ratios of ’total equity-to-total customer loans’ are

considered to be relatively well capitalized, whereas the group with the 15% lowest ratios is con-

sidered to be relatively poorly capitalized.6 Diversified (specialized) banks are those with the 15%

highest (lowest) ratio of ’non-interest income to total income’. Although both ratios vary over time,

we observe no shifts from being classified as a diversified to a specialized bank or from well to poorly

capitalized, and vice versa in both cases. Therefore, we are confident that taking the average of both

ratios does not bias the results. Moreover, this procedure ensures that the classification of the banks

in different risk profiles reflects a deliberate long-term strategic choice.

Table 1 presents the summary statistics of the different portfolios of banks. For each portfolio, we
5Since loans are the most important category of risky assets, we prefer the capital-to-loan ratio to capture cross-

sectional variation in capital adequacy levels. The loan-to-asset ratio would be a biased indicator, e.g. because banks in
different countries hold different proportions of government debt. Notice that this indicator differs from the risk-weighted
capital ratio imposed by the current BIS capital rules.

6The capital and non-interest income ratios used to subdivide the sample are calculated based on the consolidated
bank statements. For each bank we calculate the average ratio over the sample period, from the earliest possible year
available in Bankscope to 2001

15



present the average, the standard deviation, the minimum and the maximum of the ratios ’equity/total

customer loans’ and ’non-interest income/total income’. The summary statistics indicate that there

is considerable cross-sectional variation between bank types for both ratios. In terms of capital

adequacy, the ratio ’equity-to-customer loans’ is 34.2% for the 15 percent strongest capitalized banks

compared to 5.7% for the 15 percent poorest capitalized banks. The minimum level of the capital

adequacy ratio in the subsample of strongly capitalized banks is larger than the maximum level in

the poorly capitalized bank sample. This indicates that the capital adequacy position of the two

bank subsamples differs considerably. A similar observation can be made for the diversified versus

specialized banks. The ratio ’non-interest income/total income’ is 5.4% for the 15 percent most

specialized banks, compared to 31.7% for the 15 percent most diversified banks. Again, the minimum

ratio in the ’diversified’ sample is higher than the maximum in the ’specialized’ sample, indicating

that the two groups are structurally different. Although the results of the 30 percent subsamples are

less pronounced compared to the 15 percent portfolios, the characteristics are similar. Therefore, in

the remainder of this paper, we focus on the 15 percent subsamples. To investigate the potential

overlap between the different portfolios, Table 2 presents the percentage of banks in each of the (15%

percentile) portfolios that are also included in another portfolio of banks. The first part of Table 2

shows that 30% of the banks that are relatively poorly capitalized are also functionally specialized.

For the relatively strongly capitalized banks, 22% are diversified, while 39% are specialized. In the

group of specialized banks, there are more relatively poorly capitalized banks compared to relatively

strongly capitalized banks. As a conclusion, this table indicates that there is some overlap between

the different banking portfolios, but not to the extent that one is redundant with respect to the others.

Finally, Table 3 shows that none of the portfolios is dominated by banks from one specific country. In

all portfolios, banks of at least 10 countries are present. Overall, there is no evidence of a substantial

country bias in any of the portfolios.

4.2 Bank Stock Returns

In Table 4, we investigate whether the differences in risk profile are reflected in the (excess) return

characteristics. Specialized banks in Europe yield an average return and volatility that is higher

compared to diversified banks (1.19 versus 0.97 and 6.28 versus 4.84). Both types of banks produce

, however, similar Sharpe Ratios. The average return of the relatively poorly capitalized banks
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is considerably lower than for the relatively strongly capitalized banks, 0.89% versus 1.39%. The

difference in return only partly compensates the difference in volatility. As a result, the Sharpe Ratio

is higher for well capitalized banks (0.23 versus 0.18). The last three columns of Table 4 report the

Jarque-Bera test for normality, an ARCH test (with four lags) for heteroskedasticity, and a Q test

(also with four lags) for autocorrelation. The Jarque-Bera rejects normality for all portfolios, mainly

because of high excess kurtosis. In addition, the Q and ARCH test indicate that most series exhibit

(fourth order) autocorrelation and heteroskedasticity.

Table 5 reports average correlations between the returns on the different portfolios. All portfolios

are strongly correlated with the returns on a portfolio of all banks in sample. This suggests that

bank returns, independently of their risk profile, are to a large extent determined by common risk

factors. Correlations are considerably lower though between functionally diversified and specialized

banks (66%), and between relatively poorly and well capitalized banks (72%), suggesting that the

choice of a particular strategy has an effect on the return-generating process of bank stock returns.

Finally, Table 6 reports year-by-year average returns and volatilities for the different bank port-

folios. While both average returns and volatilities exhibit considerable variation over time, there is

similarly strong evidence that the different bank types follow the same cycle. Banks returns are high

and relatively stable during or in anticipation of prosperous times, but low and volatility during re-

cession years (e.g. during the periods 1987, 1990-1993, and 2001-2002). The regime-switching model

should be able to capture these dynamics.

4.3 Information Variables

Before estimating the model, we need to define the information variables in the information set

Ωt−1, and determine which instruments drive the factor innovations εx,t, the expected return µt, the

conditional variance-covariance matrix Ht, and the transition probabilities Pt and Qt.

We relate excess bank stock returns to three instruments that are shown to have leading indicator

properties for the business cycle, and hence for stock returns. The first variable is the short-term

nominal Interest Rate (IR), represented by the change in the one-month euro (or ECU before the

introduction of the euro in 1999) interest rate. A large number of papers have found the short rate

to have predictive power for excess stock returns (Fama and Schwert 1977; Campbell (1987); Breen

et al. 1989; Shiller and Beltratti 1992; Lee 1992, for example). Recently, Ang and Bekaert (2003)
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compared the predictive power of the short rate to those of dividend and earnings yield, and find that,

once corrected for small sample problems, the short-term interest rate is the only robust predictor of

stock returns. A similar result is found in Campbell and Yogo (2003). While these studies typically

investigate the predictability of returns on the market portfolio, other studies have specifically looked

at bank stock returns. In fact, banks may be especially prone to changes in the short-term interest rate

because of a duration mismatch between their assets and liabilities structure. Among others, Flannery

and James (1984b) and Aharony et al. (1986) find the expected negative relationship between bank

returns and unexpected changes in the short-term interest rates.

We also include a measure for the overall liquidity of the economy, i.e. the growth in the Money

Stock (M), here the money aggregate M1 for EMU plus UK. Fama (1981) argues that it is important

to control for money supply when establishing the inflation - future real economic activity argument.

Furthermore, Perez-Quiros and Timmermann (2001) find that the expected return of small firms reacts

significantly positively to growth rates in the money base, especially during business cycle downturns.

One explanation for this may be that the central bank expands the monetary base during recessions,

and that small firms’ risk and risk premium are highest in this state. Finally, there is some evidence

that the increases in the economy’s liquidity are partly explained by an increase in risk aversion, which

gives rise to portfolio rebalancing from e.g. stocks and bonds to liquid assets like bank deposits.

A third information variable we consider is the Term Spread (TS), defined as the spread between

the ten-year euro (ECU) benchmark bond rate and the 3-month euro (ECU) interest rate. This

variable is consistently shown to be a leading indicator of real economic activity, and hence stock

prices. Estrella and Hardouvelis (1991) and Estrella and Mishkin (1998) show that for the United

States the yield spread significantly outperforms other financial and macroeconomic indicators in

forecasting recessions. Bernard and Gerlach (1996), Estella and Mishkin (1997), and Ahrens (2002)

present similar results for other countries. In addition, several papers (Campbell 1987; Fama and

French 1989; Campbell and Yogo 2003, for example) have found a postive relation between the term

structure and equity returns.

To extract the unexpected, or ”news”, component out of changes in these three instruments, we

define Xt = [∆TSt,∆IRt, ∆Mt] , and estimate the following Vector-AutoRegressive (VAR) model of

18



order n :

Xt =
n∑

i=1

AiXt−i + εx,t,

where n represents the number of autoregressive components. The Ai’s are 3×3 matrices of parameters

and εx,t a 3×1 vector of time t innovations. The Schwartz information criterion as well as a likelihood

ratio test indicate that a lag of one, n = 1, is sufficient.

To determine the expected return component µt = [µ1t, µ2t]
′
, we estimate the following set of

equations:

r1t = µ1t + ε1,t = α1
0 + α1

1∆TSt−1 + α1
2∆IRt−1 + α1

3∆Mt−1 + ε1,t

r2t = µ2t + ε2,t = α2
0 + α2

1∆TSt−1 + α2
2∆IRt−1 + α2

3∆Mt−1 + ε2,t.

To keep the number of parameters in the regime-switching model manageable, we determine both the

factor innovations and expected returns in a first step estimation.

The conditional variance-covariance matrix depends on a latent state variable St, which is supposed

to separate recessions from booms, and on a set of information variables. Previous literature has

documented a link between equity market volatility and the business cycle. Hamilton and Susmel

(1994) estimate a regime-switching ARCH model for monthly US stock returns in which the probability

of switching from a high to a low regime depends on the overall business cycle conditions. More

specifically, the probability of staying in or switching to the high volatility state is higher during

recessions. Glosten et al. (1993), Elyasiani and Mansur (1998), and Perez-Quiros and Timmermann

(2000) find that lagged interest rates are important in modeling the conditional volatility of monthly

stock returns. In this paper, we relate the conditional variance to a latent state variable St and the

lagged change in the three month interest rate, IRt−1.

Finally, we have to choose the relevant drivers of the transition probabilities. The states should

roughly correspond to business cycle booms and troughs. As we have argued before, many studies

have successfully used the term spread in predicting recessions. Consequently, we use this variable to

model the transition between states:

Pt =
exp(ζ ′1p + ζ ′2pTSt−1)

1 + exp(ζ ′1p + ζ ′2pTSt−1)
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Qt =
exp(ζ ′1q + ζ ′2qTSt−1)

1 + exp(ζ ′1q + ζ ′2qTSt−1)
,

where TSt−1 is the one-month lagged value of the term spread.

5 Estimation and Empirical Results

We estimate the expected return µt and the factor innovations εx,t as outlined in the previous section

in a first step regression7, and impose these estimates in the second step. The model is then given by

ε1,t = r1,t − µ1,t = β1
0 (St) + β1

1 (St) ε∆TS,t + β1
2 (St) ε∆IR,t + β1

3 (St) ε∆M,t + u1,t

ε2,t = r2,t − µ2,t = β2
0 (St) + β2

1 (St) ε∆TS,t + β2
2 (St) ε∆IR,t + β2

3 (St) ε∆M,t + u2,t,

while the conditional variance-covariance matrix is specified as follows

ut = [u1,t, u2,t]
′ ∼ N(0,H(St, IRt−1)),

H(St, IRt−1) =




h1(.)2 ρ(St)h1(.)h2(.)

ρ(St)h1(.)h2(.) h2(.)2


 ,

and

ln(h1(St, IRt−1)) = ω1(St) + Ψ1(St)IRt−1

ln(h2(St, IRt−1)) = ω2(St) + Ψ2(St)IRt−1.

Finally, the time-varying transition probabilities are specified as

Pt = Pr (St = 1|St−1 = 1, TSt−1) =
exp(ζ1p + ζ2pTSt−1)

1 + exp(ζ1p + ζ2pTSt−1)

Qt = Pr (St = 2|St−1 = 2, TSt−1) =
exp(ζ1q + ζ2qTSt−1)

1 + exp(ζ1q + ζ2qTSt−1)
.

The parameters are estimated by maximum likelihood, assuming normally distributed errors. Given
7Detailed results about the first step estimation are not reported, but are available upon request.
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the strongly nonlinear character of this model, the estimation procedure is started from 25 different

starting values to avoid local maxima.

Before discussing the results, we conduct a number of specification tests on the standardized

residuals. More specifically, we test for fourth-order autocorrelation in standardized and squared

standardized residuals, as well as for skewness and excess kurtosis. Using a GMM procedure similar

to Bekaert and Harvey (1997) and Baele (2003), we find that the standardized residuals do not exhibit

any fourth-order autocorrelation or heteroskedasticity. The model does account for most but not all of

the skewness and excess kurtosis. Interestingly, the test statistics for excess kurtosis greatly improve

after allowing for different regimes.

Panel A and B of Table 8 present the estimated parameters and standard deviations of the mean

equation. The dependent variables are unexpected excess portfolio returns of relatively poorly and

relatively well capitalized banks (Panel A) and functionally specialized and diversified banks (Panel

B). Panel A and B of Table 9 report the corresponding Likelihood Ratio (LR) tests8. Part 1 of

each panel investigates whether (combinations of) parameters are significantly different from zero

and whether the mean and the conditional variance of the two types of banks react differently to

information. Part 2 of each panel tests for business cycle asymmetry and investigates whether this

asymmetry is significantly different between banks. Figure 1 plots the filtered probability of being in

state 1 for the different combinations of bank types. Figure 2 plots the conditional volatility series

for the different types of banks. Figure 3 investigates to what extent shocks are different across bank

types.

We first discuss the results of the transition probabilities. Then, we present the results of the mean

equation followed by the variance equation.

5.1 Transition between States

The parameter estimates for the specification of the transition probabilities are given in the bottom

part of Panels A and B in Table 8. The corresponding LR tests are presented in Table 9 (Part 1 of

Panels A and B). Figure 1 plots the filtered probabilities of being in state one for each combination

of bank types.
8An overview of the likelihood ratio tests is given in Table 7.

21



The parameter estimates are similar for the different bank combinations. Under the assumption

that ζ2p = ζ2q = 0, the estimates for the intercept would imply a constant probability of staying

in state 1 between 0.92 and 0.96, a level of persistence often found in monthly data.9 However, we

do find weak evidence for time variation in the transition probabilities. A LR test rejects the null

hypothesis of no effect from the term structure on the transition probabilities at a 10% level both

for relatively poorly and strongly capitalized banks and for functionally diversified and specialized

banks. For all bank combinations, the probability of staying in state 1 is positively related to the

term structure, and significantly negatively in state 2. Since the term structure typically becomes

steeper in (anticipation of) expansions and flatter (or negative) in recessions, this suggests that state

1 and 2 can be characterized as economic expansion and recession states, respectively.

Figure 1 shows the classification of states is similar for the pairs of relatively poorly and strongly

capitalized and specialized and diversified banks. This suggests that the transition probabilities are

determined by common rather than bank-specific factors. For all bank portfolios in figure 1, the

model switches from an expansion to a contraction state during the recession at the beginning of the

1990s, during the period of financial crises in 1997-1998, and during the global economic slowdown

between 2000 and 2002. As shown in Table 6, the periods 1990-91 and 2001 are characterized by

higher volatility and lower mean bank stock returns for all types of banks. In 1990-91, the average

yearly return is close to zero, whereas the volatility is above the average over the sample period. In

2001, the average yearly return is negative, whereas the volatility is almost double the average of the

volatility over the sample period (7.09% versus 3.95%). This suggests that regime 1 corresponds to a

low volatility - high return state, while regime 2 is characterized by low returns and high volatility.

5.2 Mean Equation

Based on the estimation output for the mean equation, we first examine whether bank stock returns

react significantly to our economic news variables, and whether they have the anticipated sign. A

steepening of the yield curve is generally considered as an indication of an improved economic outlook,

so one expects a positive relationship between bank stock returns and term spread innovations. This

is confirmed by our empirical results (see Table 8), which show a positive and significant sign in

all but one of the cases. According to the ex-ante expectations, we find a negative relationship
9We could not reject the null hypothesis that the intercepts in the specification for the transition probabilities are

equal (ζ1p = ζ1q). Consequently, to save parameters, we assume that ζ1p = ζ1q = ζ1.
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between innovations in the short rate and bank stock returns. Finally, as expected, we find a negative

relationship between money growth innovations and bank stock returns, but it is only significant at a

10% level for poorly capitalized and specialized banks. A likelihood ratio test in Part 1 of Panel A of

Table 9 indicates that innovations in the term spread, the short rate, and the monetary base jointly

influence realized bank returns. However, this is to a large extent due to the high significance of the

term spread sensitivities.

The second question is whether bank stock returns are more sensitive to economic news in business

cycle downturns than in economic expansions. Except for diversified banks, the sensitivity to the term

spread increases considerably in the recession state. More specifically, the sensitivity increases from

0.69 to 1.21 for the relatively poorly capitalized banks, from 0.77 to 0.84 for the relatively strongly

capitalized banks, and from 0.84 to 1.22 for the specialized banks. Similarly, the sensitivity to the

short-term interest rate becomes much more negative in the recession state for all bank types. The

same observation holds for innovations in the money base. While the sensitivities to the short rate and

money base are not significant for any of the bank types in the expansion state, they become highly

significant in the recession state for the relatively poorly capitalized and specialized banks. The null

hypothesis of a symmetric response to economic news is rejected at a 1 percent level for the relatively

poorly capitalized banks and at a 5 percent level for the specialized banks (Part 2 of panel A and B

of Table 9).

The third objective of this paper is to test whether adequate capitalization and functional diver-

sification make banks less vulnerable to worsening credit market conditions. As can be seen from

the bottom panel of Part 1 of Panel A of Table 9, there is no statistical difference between relatively

poorly and strongly capitalized banks in the expansion state. In the recession state, however, the

null hypothesis of equal sensitivities across states is rejected at a 10 percent level. This is mainly the

result of asymmetry in the term spread and money base sensitivities. A related question is whether

the asymmetry is stronger for relatively poorly than relatively well capitalized banks. The test statis-

tics in the first two columns of Part 2 of Panel A of Table 9 reveal that relatively poorly capitalized

banks react more asymmetrically to economic news than their relatively well capitalized peers. Similar

observations can be made about the difference between specialized and diversified banks (Panel B of

Table 9). First, sensitivities are only statistically different in the recession state. Second, sensitivities

increase statistically more strongly over the cycle for specialized than for diversified banks. This evi-
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dence corroborates the hypothesis that well capitalized banks and diversified banks are less vulnerable

to economic fluctuations and are perceived by the stock market to be less risky.

To further investigate how different types of banks react to changes in the prevailing credit market

conditions, we compare the total shocks spillovers between different types of banks. The total shocks

are calculated as follows:

Λ1
t = β̃

1

0 + β̃
1

1ε∆TS,t + β̃
1

2ε∆IR,t + β̃
1

3ε∆M,t

Λ2
t = β̃

2

0 + β̃
2

1ε∆TS,t + β̃
2

2ε∆IR,t + β̃
2

3ε∆M,t,

where Λ1
t and Λ2

t represent the total shocks for bank type 1 and 2 respectively, and β̃ the probability-

weighted sensitivities. To answer the question whether banks with opposed risk strategies react

differently to information over the business cycle, Figure 3 plots the total shock difference, calculated

as Λ2
t -Λ

1
t . Panel A of Figure 3 plots the difference in shocks between relatively poorly and strongly

capitalized banks. While total shocks appear to be very similar during most of the expansion periods

(difference close to zero), relatively poorly capitalized banks react much stronger to news in business

cycle downturns. More specifically, relatively poorly capitalized banks perform worse compared to

their better capitalized peers during the years 1986-87, 1990-91, and 2001, periods of low economic

growth. The negative shock differences over the period 1997-2000, which is characterized by strong

equity market appreciation and high volatility, are explained by the better performance of relatively

well capitalized banks during this period. Shock differentials between functionally diversified and

specialized banks are depicted in Panel B of Figure 3. The difference between both types of banks

is mainly apparent during the period 1997-2002, during which specialized banks receive considerably

larger shocks than diversified banks. This suggests that during these years investors perceived diversi-

fied banks as being better shielded against a worsening in the credit market conditions than specialized

banks.

5.3 Variance Equation

The level of volatility across states, time, and bank portfolios, depends both on the time variation in

the latent regime variable and on the actual estimates of the parameters in the conditional volatility

specification. For all bank types, the intercepts are significant at the 1% level. In addition, there is
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clear evidence of volatility asymmetry. The intercept is considerably larger in the recession state in

all specifications of the variance equation (see Table 8). As can be seen in Part 2 of Table 9, this

asymmetry is not only economically important, but also statistically significant at a 1% level. Overall,

the parameter estimates in the recession state imply a level of conditional volatility that is between 6

and 9 times higher than in the expansion state. In all specifications, the estimates for the conditional

correlations are higher in the recession state than in the expansion state, even though the hypothesis

of equal correlations cannot be rejected (see Part 1 of Panel A in Table 9). We find that, except

for diversified banks, the conditional volatility of the return series is significantly (at a 10% level)

related to lagged changes in the short rate. Moreover, in all specifications, interest rate sensitivities

are considerably higher in the recession state (Table 8). However, only for the returns on specialized

banks the hypothesis of equal sensitivities to lagged changes in the short rate can be rejected.

One of the advantages of the bivariate specification is that we can test whether banks with an

opposite strategy react differently to information across states. In Part 1 of Panels A and B (Table

9), we test whether the parameter estimates are statistically different between bank types, both

within a particular state, or jointly across states. The intercepts in the volatility specification for the

relatively poorly and strongly capitalized banks are statistically different in the recession state, but

not in the expansion state. However, we do not find that the sensitivities of conditional variance to

lagged changes in the short rate differ between these two types of banks. Panel A of Figure 2 plots the

estimated conditional variances. While both bank types exhibit a comparable level of volatility during

the expansion state, relatively well capitalized banks show a higher volatility intercept and appear to

have higher levels of risk during recessions. This suggests that banks with a higher capital buffer not

necessarily have a lower level of residual risk (not explained by the information variables) relative to

their relatively less capitalized peers. For the case of functional diversification, we do find evidence

that diversification of revenue sources is effective in lowering overall risk (see Panel B of Table 9, Panel

B of Figure 2). The volatility intercept is higher for specialized banks, both in the expansion and

in the recession state. Moreover, since we can reject the null hypothesis of equal intercepts in both

states, the difference appears to be economically, as well as statistically relevant. In addition, there

is some evidence that the specialized banks are more sensitive to lagged changes in the short rate in

the recession state.
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6 Conclusion

In this paper, we investigate (1) whether bank stock returns react to economic news, proxied by

innovations in the term spread, the short-term interest rate, and the money stock, (2) whether they

do so in an asymmetric way, and (3) whether relatively poorly capitalized banks and specialized

banks react stronger and more asymmetrically to economic news than their well capitalized and more

diversified peers. We develop a bivariate regime-switching model to test these hypotheses empirically.

First, we find strong evidence that bank stock returns react to economic news, especially to inno-

vations in the term spread. Positive (negative) term spread innovations have a significantly positive

(negative) effect on bank stock returns. This suggests that bank stock returns react to predicted

changes in the business cycle and that they can potentially be useful indicators for the evolution of

bank riskiness over the cycle. Finding that the stock market appears to be able to convey information

about the banks’ health fits into the market discipline framework put forward in the Basel 2 proposals.

Second, our results provide strong evidence that the distribution of bank stock returns shifts signif-

icantly over the business cycle. First, the regime-switching model developed in this paper distinguishes

between two states in the return-generating process of bank stock returns: a low volatility / high mean

state (state 1), and a high volatility / low mean state (state 2) . The classification of states appears to

be very similar across the various bank types, suggesting that bank stock returns are to a large extent

driven by common factors. The high volatility / low mean state is observed around the 1987 stock

market crisis, during the recession at the beginning of the 1990s, during the series of financial crises

at the end of the 1990s, and in the period of global economic slowdown in the 2000-2002 period. The

link between the business cycle and the classification of states is further confirmed by the estimation

results for the transition probability specification: the probability of staying is positively related to

the term spread in state 1 and negatively in state 2, suggesting that state 1 and 2 are expansion and

recession states, respectively. We find that the sensitivities of bank stock returns to innovations in the

short rate, term spread, and money base increase considerably in the recession state. Moreover, while

the short rate and money base innovations appear unrelated to bank stock returns in the expansion

state, a statistically significant relationship appears for relatively poorly capitalized banks and for

specialized banks in the recession state. A joint test indicates that the level of asymmetry is statisti-

cally significant for the relatively poorly capitalized banks and for the specialized banks. Our results

provide strong evidence for asymmetry in the conditional variance of all bank returns. The parameter
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estimates in the recession state imply a level of volatility that is between 6 and 9 times higher than

in the expansion state. In addition, we find a significant relation between the conditional variance of

relatively poorly capitalized banks and specialized banks and lagged changes in the short-term interest

rate.

Third, our results indicate that relatively poorly capitalized banks and specialized banks are more

vulnerable to worsening credit market conditions than banks with a higher capital base or banks with

functionally diversified activities. While sensitivities are not economically and statistically different

in the expansion state, the sensitivity of stock returns of relatively poorly capitalized and specialized

banks increases much stronger in recessions, resulting in statistically different sensitivities in the

recession state. Relatively poorly capitalized and specialized banks are harder hit during business

cycle downturns than their better capitalized or functionally diversified peers. Maintaining relatively

high capital levels and functional diversification are therefore identified as useful strategies for banks

to decrease their overall risk profile. Furthermore, the results also indicate that the behavior of the

conditional volatility differs across bank types. First, while relatively poorly and strongly capitalized

banks have similar levels of volatility in the economic expansion state, the level of residual volatility in

the recession state is higher for the better capitalized banks. In accordance with ex-ante expectations,

we find evidence that functionally diversified banks have lower levels of volatility than specialized

banks. This finding offers support to the claim that the formation of financial conglomerates may be

beneficial for the stability of the banking system.
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Table 1: Summary Statistics of Balance Sheet Variables for Portfolios of Banks

Mean (%) Stdev (%) Min (%) Max (%)

15% ratios (22 banks)

Strongly Capitalized Banks Eq/Loans 34.2 28.2 16.2 119.4

NonInt/Rev 22.8 16.7 1.6 73.0

Poorly Capitalized Banks Eq/Loans 5.7 1.1 2.2 6.8

NonInt/Rev 13.3 7.6 0.4 32.5

Diversified Banks Eq/Loans 10.6 4.7 5.9 27.4

NonInt/Rev 31.7 9.4 23.0 53.6

Specialized Banks Eq/Loans 11.5 11.3 2.2 53.1

NonInt/Rev 5.4 3.5 0.4 10.0

30% ratios (43 banks)

Strongly Capitalized Banks Eq/Loans 24.9 22.8 13.0 119.4

NonInt/Int 20.3 13.4 1.3 73.0

Poorly Capitalized Banks Eq/Loans 6.4 1.2 2.2 7.9

NonInt/Int 14.7 7.5 0.4 32.5

Diversified Banks Eq/Loans 11.9 6.6 5.9 45.4

NonInt/Int 27.0 8.5 20.5 53.6

Specialized Banks Eq/Loans 10.4 8.7 2.2 53.1

NonInt/Int 8.8 4.5 0.4 14.6

Note: A distinction is made between relatively poorly and strongly capitalized banks and between func-

tionally specialized and diversified banks. The division between relatively strongly and poorly capitalized

banks is based on the ratio ”Total Equity to Customer Loans (Eq/Loans)”. Similarly, specialized and diver-

sified banks are separated by the ratio ”Non-Interest Income over Total revenues (NonInt/Rev)”. This table

reports averages of both ratios for the lowest and highest 30% and 15% percentiles. The annual account data

used to calculate these ratios is obtained from Bankscope.
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Table 2: Percentage Overlap between Portfolios of Banks

Specialized Banks Diversified Banks

Poorly Capitalized Banks 30.4% 8.7%

Strongly Capitalized Banks 39.1% 21.7%

Poorly Capitalized Banks Strongly Capitalized Banks

Specialized Banks 34.8% 17.4%

Diversified Banks 8.7% 4.3%

Note: This table reports the proportion of banks classified in a particular risk type (relatively

strongly/poorly capitalized, functionally diversified or specialized) that are also included in bank

portfolios with other risk strategies.

Table 3: Geographical Representation of Banks in different portfolios

Specialized Diversified Poorly Capitalized Strongly Capitalized

Austria 4.3% 4.3% 4.3% -

Belgium 4.3% 8.7% 8.7% -

Denmark 4.3% - - 4.3%

Finland - 8.7% - 4.3%

France - 8.7% 8.7% 4.3%

Germany 13.0% 4.3% 17.4% 4.3%

Greece 17.4% - 4.3% 13.0%

Ireland 8.7% - - -

Italy 17.4% 17.4% 17.4% 8.7%

Luxembourg 4.3% - - 13.0%

Netherlands - - - 8.7%

Norway 8.7% - 8.7% -

Portugal - 17.4% - 8.7%

Spain - - - 26.1%

Sweden 8.7% 4.3% 4.3% -

Switzerland - 8.7% 8.7% 4.3%

UK 8.7% 17.4% 17.4% -

Note: This table reports the percentage each country represents in the portfolios of specialized,

diversified, poorly and strongly capitalized banks.
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Table 4: Summary Statistics of Portfolio Returns

Mean Volatility Sharpe Jarque- ARCH(4) Q(4)-Test

(%) (%) Ratio Bera

All European Banks 0.98 4.54 0.22 91.7*** 5.37 10.19**

15% indices

Specialized Banks 1.19 6.28 0.19 38.9*** 9.67** 9.31**

Diversified Banks 0.97 4.85 0.20 68.1*** 3.24 6.88

Poorly Capitalized Banks 0.89 5.09 0.18 26.5*** 14.71*** 3.34

Strongly Capitalized Banks 1.39 5.99 0.23 140*** 15.08*** 25.62**

Note: This table reports summary statistics of portfolio excess returns, both for the total sample

of European banks and for the different portfolios of banks. We calculated the mean, volatility

(standard deviation), Sharpe Ratio, the Jarque-Bera test for normality, an ARCH(4) test for

heteroskedasticity, and a Q(4) test for autocorrelation. All returns are on a monthly basis, in

German marks. The mean and the volatility are presented in percentages. ∗∗∗ indicates that the

parameter is significant at a 1% level, ∗∗ at a 5% level and ∗ at a 10% level.

Table 5: Correlation Matrix of Portfolio Returns

EU Specialized Diversified Poorly Strongly

Capitalized Capitalized

EU 1.00

Specialized Banks 0.81 1.00

Diversified Banks 0.92 0.66 1.00

Poorly Capitalized Banks 0.89 0.83 0.82 1.00

Strongly Capitalized Banks 0.81 0.82 0.66 0.72 1.00

Note: EU represents returns on Datastream’s European Bank Sector index.
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Table 6: Average Monthly Return and Volatility per Year

Panel A: Average Monthly Return per Year (in %)

EU Specialized Diversified Poorly Capitalized Strongly Capitalized

1985 3.47 3.56 3.73 3.45 3.28

1986 1.48 1.87 0.91 0.42 4.74

1987 -1.12 -1.42 -1.22 -1.37 -2.39

1988 1.26 1.04 1.26 0.90 1.37

1989 1.45 2.85 2.09 2.25 2.47

1990 -0.42 4.05 -1.67 0.58 2.37

1991 -0.56 -0.91 -0.23 -0.33 -0.71

1992 -1.21 -1.73 -0.52 -1.33 -0.72

1993 2.83 2.42 2.72 2.38 2.58

1994 -0.74 -0.51 -0.70 -0.60 -0.79

1995 0.44 -0.31 0.34 -0.35 0.31

1996 1.77 2.28 1.62 1.59 2.27

1997 4.12 4.21 4.57 4.35 4.92

1998 2.92 4.09 2.11 1.93 5.72

1999 1.40 1.21 2.17 2.31 0.84

2000 0.68 -1.13 0.90 -0.08 0.54

2001 -0.77 -1.19 -0.76 -0.02 -1.83

2002 -0.97 -1.14 -1.55 -1.48 -1.70

Note: Panel A and B of this table report, respectively, the average return (in percentage) and

standard deviation (in percentage) of monthly stock returns on the different bank stock portfolios

over the years in the sample period.
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Panel B: Average Monthly Volatility per Year

EU Specialized Diversifed Poorly Capitalized Strongly Capitalized

1985 2.76 4.18 3.18 2.95 3.76

1986 5.02 7.69 5.10 5.58 6.17

1987 5.55 7.18 4.89 5.12 8.37

1988 2.42 3.75 2.36 3.26 3.43

1989 3.16 4.16 4.27 3.70 2.97

1990 5.85 10.29 5.38 7.78 10.13

1991 4.86 7.81 4.90 5.52 6.40

1992 3.55 3.95 3.73 3.19 4.42

1993 3.28 3.52 3.34 3.60 3.10

1994 2.75 4.59 3.27 2.87 3.77

1995 3.18 3.90 2.92 3.39 3.37

1996 1.76 3.51 2.09 4.92 2.58

1997 4.47 7.76 5.53 5.62 6.32

1998 8.80 10.54 9.14 8.87 9.97

1999 2.04 3.86 3.13 3.09 3.59

2000 1.78 2.80 2.96 3.86 3.67

2001 6.90 8.00 7.47 6.79 7.76

2002 6.11 6.87 7.99 7.26 5.31
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Table 7: Overview of the Different Likelihood Ratio Tests

Part 1: Zero and Equality Restrictions

Sensitivities, Zero constraints JOINT Type 1 Type 2

Mean Equation

All sensitivities = 0 β1 (z) = β2 (z) = 0 β1 (z) = 0 β2 (z) = 0
Term Spread β1

1 (z) = β2
1 (z) = 0 β1

1 (z) = 0 β2
1 (z) = 0

Short Rate β1
2 (z) = β2

2 (z) = 0 β1
2 (z) = 0 β2

2 (z) = 0
Money Base (M3) β1

3 (z) = β2
3 (z) = 0 β1

3 (z) = 0 β2
3 (z) = 0

Variance Equation
Interest Rate (IR) Effect Ψ1 (z) = Ψ2 (z) = 0 Ψ1 (z) = 0 Ψ2 (z) = 0

Leading Indicator
Term Spread ζ2p = ζ2q = 0 ζ2p = 0 ζ2q = 0

Sensitivities, Equality Constraints JOINT STATE 1 STATE 2

Mean Equation

All Sensitivities Equal β1(z) = β2(z) β1 (1) = β2 (1) β1 (2) = β2 (2)
Term Structure β1

1(z) = β2
1(z) β1

1(1) = β2
1(1) β1

1(2) = β2
1(2)

Short Rate β1
2(z) = β2

2(z) β1
2(1) = β2

2(1) β1
2(2) = β2

2(2)
Money Base (M3) β1

3(z) = β2
3(z) β1

3(1) = β2
3(1) β1

3(2) = β2
3(2)

Variance Equation
Equal Intercepts, across states ω1(z) = ω2(z) ω1(1) = ω2(1) ω1(2) = ω2(2)
Equal IR Sensitiv., across states Ψ1 (z) = Ψ2 (z) Ψ1 (1) = Ψ2 (1) Ψ1 (2) = Ψ2 (2)

Joint
ω1(z) = ω2(z)
Ψ1 (z) = Ψ2 (z)

ω1(1) = ω2(1)
Ψ1 (1) = Ψ2 (1)

ω1(2) = ω2(2)
Ψ1 (2) = Ψ2 (2)

Equal Correlation ρ(1) = ρ(2)
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Table 8: Estimation Results for the regime-switching model

Panel A: Relatively Poorly versus Relatively Strongly Capitalized Banks

LOW CAPITAL HIGH CAPITAL

Estim. s.e. Estim. s.e.
Mean Equation

Constant, state 1 0.002 0.003 -0.007** 0.003

Constant, state 2 -0.001 0.008 0.01 0.01

Term Spread, State 1 0.69*** 0.18 0.77*** 0.18

Term Spread, State 2 1.21** 0.50 0.84* 0.46

Short Rate, State 1 -1.47 5.52 -0.44 0.58

Short Rate, State 2 -14.91** 6.50 -18.93 15.19

Money Base, state 1 3.56 9.05 -0.06 8.82

Money Base, state 2 -16.70** 7.81 -3.54 6.07

Variance Equation
Constant, state 1 -7.04*** 0.18 -7.12*** 0.24

Constant, state 2 -5.49*** 0.20 -4.98*** 0.26

Short Rate, State 1 64.84* 36.01 54.87* 31.76

Short Rate, State 2 102.10* 55.73 88.25 72.55

Correlation, State 1 0.78*** 0.12

Correlation, State 2 0.83*** 0.15

Transition Probability
Intercept 2.84 0.45

Term Spread, state 1 0.39 0.28

Term Spread, state 2 -0.84** 0.32

Note: Panel A presents the results of the regime-switching model for the 15% poorly versus 15% strongly capitalized

European banks. The dependent variables are the unexpected excess returns for both types of banks. The parameter

estimations (Estim.) and the standard deviations (s.e.) in both states of the mean equations are presented in the upper

part of the table. The middle part gives the results of the variance equation and the correlation (ρ) in both states. The

lower part of the table presents the results of the transition probability. ∗∗∗, ∗∗,∗ indicate significance at a 1%, 5% and

10% level respectively.
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Panel B: Specialized versus Diversified Banks

SPECIALIZED DIVERSIFIED

Estim. s.e. Estim. s.e.
Mean Equation

Constant, state 1 0.02* 0.01 -0.001 0.003

Constant, state 2 -0.02 0.03 -0.002 0.02

Term Spread, State 1 0.84** 0.35 0.91*** 0.24

Term Spread, State 2 1.22* 0.70 -0.37 0.92

Short Rate, State 1 -3.65 5.98 -4.38 5.58

Short Rate, State 2 -6.13*** 1.47 -15.85 14.42

Money Base, state 1 -1.32 1.78 1.06 0.93

Money Base, state 2 -5.67* 2.97 -0.79 1.20

Variance Equation
Constant, state 1 -6.18*** 0.28 -7.03*** 0.27

Constant, state 2 -4.35*** 0.37 -4.91*** 0.56

Short Rate, State 1 12.90 59.53 8.77 38.45

Short Rate, State 2 195.16** 90.32 70.92 62.95

Correlation, State 1 0.68*** 0.10

Correlation, State 2 0.83** 0.32

Transition Probability
Intercept 2.43* 1.41

Term Spread, state 1 0.01 0.76

Term Spread, state 2 -1.01** 0.47

Note: Panel C presents the results of the regime-switching model for the 15% most specialized and diversified

European banks. The dependent variables are the unexpected excess returns for both types of banks. The parameter

estimations (Estim.) and the standard deviations (s.e.) in both states of the mean equations are presented in the upper

part of the table. The middle part gives the results of the variance equation and the correlation (ρ) in both states. The

lower part of the table presents the results of the transition probability. ∗∗∗, ∗∗,∗ indicate significance at a 1%, 5% and

10% level respectively.
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Table 9: Likelihood Ratio Tests for European Banks

Panel A: Relatively Poorly versus Strongly Capitalized Banks

Part 1: Zero and Equality Restrictions

Sensitivities, Zero constraints JOINT POOR CAPITAL STRONG CAPITAL

Estim. Prob. Estim. Prob. Estim. Prob.

Mean Equation
All sensitivities = 0 36.78 [0.00] 28.79 [0.00] 19.35 [0.004]

Term Spread 26.95 [0.00] 22.99 [0.00] 14.49 [0.00]

Short Rate 3.09 [0.54] 2.99 [0.23] 1.39 [0.50]

Money Base (M3) 6.05 [0.20] 4.68 [0.10] 0.02 [0.99]

Variance Equation
Interest Rate Effect 8.93 [0.06] 7.31 [0.03] 5.49 [0.06]

Leading Indicator
Term Spread 5.67 [0.06]

Sensitivities, Equality Constraints JOINT STATE 1 STATE 2
Estim. Prob. Estim. Prob. Estim. Prob.

Mean Equation
All Sensitivities Equal 13.09 [0.04] 3.87 [0.28] 6.78 [0.08]

Term Spread 4.96 [0.08] 1.18 [0.28] 3.38 [0.07]

Short Rate 0.96 [0.62] 0.76 [0.39] 0.64 [0.42]

Money Base (M3) 3.11 [0.21] 0.17 [0.68] 2.91 [0.09]

Variance Equation
Equal Intercepts, across states 5.01 [0.08] 0.33 [0.56] 4.41 [0.04]

Equal IR Sensitiv., across states 1.19 [0.55] 0.04 [0.83] 0.63 [0.43]

Joint 6.96 [0.14] 0.77 [0.68] 4.82 [0.09]

Equal Correlation 0.58 [0.45]

Part 2: Test for Asymmetry

Low vs. High Low Capital High Capital
Estim. Prob. Estim. Prob. Estim. Prob.

Mean Equation
Business Cycle Asymmetry 8.77 [0.07] 13.55 [0.01] 4.29 [0.37]

Intercept 0.18 [0.67] 0.11 [0.74] 1.66 [0.20]

Term Spread 2.90 [0.09] 6.75 [0.01] 1.62 [0.20]

Short Rate 0.78 [0.38] 3.18 [0.08] 0.90 [0.34]

Money Base (M3) 3.26 [0.07] 3.71 [0.05] 0.83 [0.36]

Variance Equation
Equal Intercepts 3.65 [0.06] 21.51 [0.00] 19.65 [0.00]

Equal IR Sensitiv. 0.58 [0.45] 0.60 [0.44] 0.61 [0.44]

Joint 3.66 [0.16] 22.31 [0.00] 20.98 [0.00]
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Panel B: Functionally Specialized versus Diversified Banks

Part 1: Zero and Equality Restrictions

Sensitivities, Zero constraints JOINT SPECIALIZED DIVERSIFIED

Estim. Prob. Estim. Prob. Estim. Prob.

Mean Equation
All sensitivities = 0 45.39 [0.00] 15.38 [0.02] 14.98 [0.02]

Term Spread 15.81 [0.00] 10.64 [0.01] 12.31 [0.00]

Short Rate 4.99 [0.29] 1.25 [0.54] 2.56 0.28

Money Base (M3) 6.51 [0.16] 4.90 [0.09] 1.90 [0.39]

Variance Equation
Interest Rate Effect 4.04 [0.40] 5.51 [0.06] 0.49 [0.78]

Leading Indicator
Term Spread 5.15 [0.08]

Sensitivities, Equality Constraints JOINT STATE 1 STATE 2

Estim. Prob. Estim. Prob. Estim. Prob.

Mean Equation
All Sensitivities Equal 12.08 [0.06]

Term Spread 4.17 [0.13] 0.96 [0.33] 2.81 [0.09]

Short Rate 1.81 [0.18] 0.09 [0.77] 1.72 [0.19]

Money Base (M3) 3.81 [0.15] 0.79 [0.38] 3.19 [0.07]

Variance Equation
Equal Intercepts, across states 6.09 [0.05] 2.92 [0.09] 3.88 [0.05]

Equal IR Sensitiv., across states 5.11 [0.08] 0.41 [0.52] 4.61 [0.03]

Joint

Equal Correlation 1.09 [0.30]

Part 2: Test for Asymmetry

DIV. vs. SPEC. SPECIALIZED DIVERSIFIED

Estim. Prob. Estim. Prob. Estim. Prob.

Mean Equation
Business Cycle Asymmetry 8.37 [0.08] 10.18 [0.04] 2.39 [0.67]

Intercept 3.30 [0.07] 7.49 [0.01] 0.79 [0.37]

Term Spread 0.50 [0.48] 0.30 [0.58] 2.06 [0.15]

Short Rate 5.60 [0.02] 3.59 [0.06] 3.90 [0.05]

Money Base (M3) 0.66 [0.42] 0.79 [0.37] 0.27 [0.60]

Variance Equation
Equal Intercepts 0.97 [0.33] 33.83 [0.00] 40.98 [0.00]

Equal IR Sensit. 1.69 [0.19] 3.53 [0.06] 0.48 [0.49]

Joint 2.89 [0.09] 34.53 [0.00] 6.28 [0.00]
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Figure 1 : Probability of being in state 1
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Figure 2 : Individual Conditional Standard Deviations
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Figure 3 : Differences in Shocks

Shock Differential between Poorly and Strongly Capitalized Banks

8 5 8 7 9 0 9 2 9 5 9 7 0 0 0 2

-0 . 0 3

-0 . 0 2

-0 . 0 1

0

0 . 0 1

0 . 0 2

Shock Differential between Specialized and Diversified Banks

85 8 7 9 0 92 9 5 97 00 02

-0 .04

-0 .03

-0 .02

-0 .01

0

0 .01

0 .02

0 .03

0 .04

47



 
 
   FACULTEIT ECONOMIE EN BEDRIJFSKUNDE 
   HOVENIERSBERG 24 
   9000 GENT Tel. : 32 -  (0)9 – 264.34.61  
 Fax. : 32 -  (0)9 – 264.35.92  
 

 

 WORKING PAPER SERIES              7 
 
 

01/119 N. GOBBIN, B. VAN AARLE, Fiscal Adjustments and Their Effects during the Transition to the EMU, October 
2001, 28 p. (published in Public Choice, 2001). 

 
01/120 A. DE VOS, D. BUYENS, R. SCHALK, Antecedents of the Psychological Contract: The Impact of Work Values and 

Exchange Orientation on Organizational Newcomers’ Psychological Contracts, November 2001, 41 p. 
 
01/121 A. VAN LANDSCHOOT, Sovereign Credit Spreads and the Composition of the Government Budget, November 

2001, 29 p. (forthcoming in Weltwirtschaftliches Archiv, 2004). 
 
01/122 K. SCHOORS, The fate of Russia’s former state banks: Chronicle of a restructuring postponed and a crisis foretold, 

November 2001, 54 p.  (published in Europe-Asia Studies, 2003) 
 
01/123 J. ALBRECHT, D. FRANÇOIS, K. SCHOORS, A Shapley Decomposition of Carbon Emissions without Residuals, 

December 2001, 21 p.  (published in Energy Policy, 2002). 
 
01/124  T. DE LANGHE, H. OOGHE, Are Acquisitions Worthwhile? An Empirical Study of the Post-Acquisition Performance 

of Privately Held Belgian Companies Involved in Take-overs,  December 2001, 29 p. 
 
01/125  L. POZZI, Government debt, imperfect information and fiscal policy effects on private consumption. Evidence for 2 

high debt countries,  December 2001, 34 p. 
 
02/126 G. RAYP, W. MEEUSEN, Social Protection Competition in the EMU, January 2002, 20 p.  
 
02/127 S. DE MAN, P. GEMMEL, P. VLERICK, P. VAN RIJK, R. DIERCKX, Patients’ and personnel’s perceptions of 

service quality and patient satisfaction in nuclear medicine, January 2002, 21 p. 
 
02/128 T. VERBEKE, M. DE CLERCQ, Environmental Quality and Economic Growth, January 2002, 48 p.  
 
02/129 T. VERBEKE, M. DE CLERCQ, Environmental policy, policy uncertainty and relocation decisions, January 2002, 33 p.  
 
02/130 W. BRUGGEMAN, V. DECOENE, An Empirical Study of the Influence of Balanced Scorecard-Based Variable 

Remuneration on the Performance Motivation of Operating Managers, January 2002, 19 p.  
 
02/131 B. CLARYSSE, N. MORAY, A. HEIRMAN, Transferring Technology by Spinning off Ventures: Towards an 

empirically based understanding of the spin off process, January 2002, 32 p.  
 
02/132 H. OOGHE, S. BALCAEN, Are Failure Prediction Models Transferable From One Country to Another? An Empirical 

Study Using Belgian Financial Statements, February 2002, 42 p.  
 
02/133 M. VANHOUCKE, E. DEMEULEMEESTER, W. HERROELEN, Discrete Time/Cost Trade-offs in Project scheduling 

with Time-Switch Constraints? February 2002, 23 p. (published in Journal of the Operational Research Society, 
2002) 

 
02/134 C. MAYER, K. SCHOORS, Y. YAFEH, Sources of Funds and Investment Activities of Venture Capital Funds: 

Evidence from Germany, Israel, Japan and the UK?, February 2002, 31 p. (forthcoming in Journal of Corporate 
Finance, 2004) 

 
02/135 K. DEWETTINCK, D. BUYENS, Employment implications of downsizing strategies and reorientation practices: an 

empirical exploration, February 2002, 22 p.  
 
02/136 M. DELOOF, M. DE MAESENEIRE, K. INGHELBRECHT, The Valuation of IPOs by Investment Banks and the 

Stock Market: Empirical Evidence, February 2002, 24 p.  
 
02/137 P. EVERAERT, W. BRUGGEMAN, Cost Targets and Time Pressure during New Product Development, March 

2002, 21 p. (published in International Journal of Operations and Production Management, 2002). 
 
02/138 D. O’NEILL, O. SWEETMAN, D. VAN DE GAER, The impact of cognitive skills on the distribution of the black-

white wage gap, March 2002, 14 p.  
 
 



 
   FACULTEIT ECONOMIE EN BEDRIJFSKUNDE 
   HOVENIERSBERG 24 
   9000 GENT Tel. : 32 -  (0)9 – 264.34.61  
 Fax. : 32 -  (0)9 – 264.35.92  
 

 

 WORKING PAPER SERIES              8 
 
02/139   W. DE MAESENEIRE, S. MANIGART, Initial returns: underpricing or overvaluation? Evidence from Easdaq and 

EuroNM, March 2002, 36 p. 
 
02/140  K. SCHOORS, Should the Central and Eastern European accession countries adopt the EURO before or after 

accession? March 2002, 29p. (published in Economics of Planning, 2002). 
 
02/141   D. VERHAEST, E. OMEY, Overeducation in the Flemish Youth Labour Market, March 2002, 39p. 
 
02/142  L. CUYVERS, M. DUMONT, G. RAYP, K. STEVENS, Wage and Employment Effects in the EU of International 

Trade with the Emerging Economies, April 2002, 24 p. (published in Weltwirtschaftliches Archiv, 2003). 
 
02/143 M. GEUENS, P. DE PELSMACKER, The Role of Humor in the Persuasion of Individuals Varying in Need for 

Cognition, April 2002, 19 p. (published in Advances in Consumer Research, 2002). 
 
02/144 M. VANHOUCKE, E. DEMEULEMEESTER, W. HERROELEN, Net Present Value Maximization of Projects with 

Progress Payments, April 2002, 23 p. (published in European Journal of Operational Research, 2003) 
 
02/145   E. SCHOKKAERT, D. VAN DE GAER, F. VANDENBROUCKE, Responsibility-sensitive egalitarianism and optimal 

linear income taxation, April 2002, 37p. (revised version, co-authored by R. Luttens, forthcoming in Mathematical 
Social Sciences, 2004). 

 
02/146 J. ANNAERT, J. CROMBEZ, B. SPINEL, F. VAN HOLLE, Value and size effect: Now you see it, now you don’t,        

May 2002, 31 p. 
 
02/147 N. HOUTHOOFD, A. HEENE, The quest for strategic groups: Overview, and suggestions for future research, July 

2002, 22 p. 
 
02/148 G. PEERSMAN, The transmission of monetary policy in the Euro area: Are the effects different across countries?,  

July 2002, 35 p. 
 
02/149 G. PEERSMAN, F. SMETS, The industry effects of monetary policy in the Euro area, July 2002, 30 p. 
 
02/150 J. BOUCKAERT, G. DHAENE, Inter-Ethnic Trust and Reciprocity: Results of an Experiment with Small Business  

Entrepreneurs, July 2002, 27 p. (forthcoming in European Journal of Political Economy, 2004)  
 
02/151 S. GARRÉ, I. DE BEELDE, Y. LEVANT, The impact of accounting differences between France and Belgium, 

August 2002, 28 p. (published in French in Comptabilité - Controle - Audit, 2002)  
 
02/152   R. VANDER VENNET, Cross-border mergers in European banking and bank efficiency, September 2002, 42 p. 
 

02/153  K. SCHOORS, Financial regulation in Central Europe: the role of reserve requirements and capital rules,  
September 2002, 22 p. 

 
02/154 B. BAESENS, G. VERSTRAETEN, D. VAN DEN POEL, M. EGMONT-PETERSEN, P. VAN KENHOVE, J. 

VANTHIENEN, Bayesian Network Classifiers for Identifying the Slope of the Customer Lifecycle of Long-Life 
Customers, October 2002, 27 p.  (forthcoming in European Journal of Operational Research, 2003). 

 
02/155 L. POZZI, F. HEYLEN, M. DOSSCHE, Government debt and the excess sensitivity of private consumption to 

current income: an empirical analysis for OECD countries, October 2002, 19 p. (forthcoming in Economic Inquiry, 
2004) 

02/156 D. O’NEILL, O. SWEETMAN, D. VAN DE GAER, Consequences of Specification Error for Distributional Analysis 
With an Application to Intergenerational Mobility, November 2002, 35 p.  

 
02/157 K. SCHOORS, B. VAN DER TOL, Foreign direct investment spillovers within and between sectors: Evidence from 

Hungarian data, November 2002, 29 p.  
 
02/158 L. CUYVERS, M. DUMONT, G. RAYP, K. STEVENS, Home Employment Effects of EU Firms' Activities in Central 

and Eastern European Countries, November 2002, 25 p.  
 
02/159 M. VANHOUCKE, Optimal due date assignment in project scheduling, December 2002, 18 p. 



 
 
 

 
   FACULTEIT ECONOMIE EN BEDRIJFSKUNDE 
   HOVENIERSBERG 24 
   9000 GENT Tel. : 32 -  (0)9 – 264.34.61  
 Fax. : 32 -  (0)9 – 264.35.92  
 

 

 WORKING PAPER SERIES              9 
 
 
02/160 J. ANNAERT, M.J.K. DE CEUSTER, W. VANHYFTE, The Value of Asset Allocation Advice. Evidence from the 

Economist’s Quarterly Portfolio Poll, December 2002, 35p. (revised version forthcoming in Journal of Banking and 
Finance, 2004) 

 
02/161 M. GEUENS, P. DE PELSMACKER, Developing a Short Affect Intensity Scale, December 2002, 20 p. (published in 

Psychological Reports, 2002).  
 
02/162 P. DE PELSMACKER, M. GEUENS, P. ANCKAERT, Media context and advertising effectiveness: The role of 

context appreciation and context-ad similarity, December 2002, 23 p.  (published in Journal of Advertising, 2002). 
 
03/163 M. GEUENS, D. VANTOMME, G. GOESSAERT, B. WEIJTERS, Assessing the impact of offline URL advertising,  

January 2003, 20 p.   
 
03/164 D. VAN DEN POEL, B. LARIVIÈRE, Customer Attrition Analysis For Financial Services Using Proportional Hazard 

Models,  January 2003, 39 p.  (forthcoming in European Journal of Operational Research, 2003) 
 
03/165 P. DE PELSMACKER, L. DRIESEN, G. RAYP, Are fair trade labels good business ? Ethics and coffee buying 

intentions, January 2003, 20 p. 
 
03/166 D. VANDAELE, P. GEMMEL, Service Level Agreements – Een literatuuroverzicht,  Januari 2003, 31 p. (published 

in Tijdschrift voor Economie en Management, 2003). 
 

03/167   P. VAN KENHOVE, K. DE WULF AND S. STEENHAUT, The relationship between consumers’ unethical behavior 
and customer loyalty in a retail environment, February 2003, 27 p. (published in Journal of Business Ethics, 2003). 

03/168   P. VAN KENHOVE, K. DE WULF, D. VAN DEN POEL, Does attitudinal commitment to stores always lead to 
behavioural loyalty? The moderating effect of age, February 2003, 20 p. 

03/169   E. VERHOFSTADT, E. OMEY, The impact of education on job satisfaction in the first job, March 2003, 16 p. 

03/170   S. DOBBELAERE, Ownership, Firm Size and Rent Sharing in a Transition Country, March 2003, 26 p. 
(forthcoming in Labour Economics, 2004) 

 
03/171   S. DOBBELAERE, Joint Estimation of Price-Cost Margins and Union Bargaining Power for Belgian Manufacturing, 

March 2003, 29 p. 
 
03/172   M. DUMONT, G. RAYP, P. WILLEMÉ, O. THAS,  Correcting Standard Errors in Two-Stage Estimation Procedures 

with Generated Regressands, April 2003, 12 p. 
 
03/173 L. POZZI, Imperfect information and the excess sensitivity of private consumption to government expenditures, 

April 2003, 25 p. 
 
03/174 F. HEYLEN, A. SCHOLLAERT, G. EVERAERT, L. POZZI, Inflation and human capital formation: theory and panel 

data evidence, April 2003, 24 p. 
 
03/175 N.A. DENTCHEV, A. HEENE, Reputation management: Sending the right signal to the right stakeholder, April 

2003, 26 p. 
 
03/176 A. WILLEM, M. BUELENS, Making competencies cross business unit boundaries: the interplay between inter-unit 

coordination, trust and knowledge transferability, April 2003, 37 p. 
 
03/177 K. SCHOORS, K. SONIN, Passive creditors, May 2003, 33 p. 
 
03/178 W. BUCKINX, D. VAN DEN POEL, Customer Base Analysis: Partial Defection of Behaviorally-Loyal Clients in a 

Non-Contractual FMCG Retail Setting, May 2003, 26 p. (forthcoming in European Journal of Operational Research) 
 
03/179 H. OOGHE, T. DE LANGHE, J. CAMERLYNCK, Profile of multiple versus single acquirers and their targets : a 

research note, June 2003, 15 p. 



 
 
   FACULTEIT ECONOMIE EN BEDRIJFSKUNDE 
   HOVENIERSBERG 24 
   9000 GENT Tel. : 32 -  (0)9 – 264.34.61  
 Fax. : 32 -  (0)9 – 264.35.92  
 

 

 WORKING PAPER SERIES             10 
 
 
03/180 M. NEYT, J. ALBRECHT, B. CLARYSSE, V. COCQUYT, The Cost-Effectiveness of Herceptin® in a Standard Cost 

Model for Breast-Cancer Treatment in a Belgian University Hospital, June 2003, 20 p. 
 
03/181 M. VANHOUCKE, New computational results for the discrete time/cost trade-off problem with time-switch 

constraints, June 2003, 24 p. 
 
03/182 C. SCHLUTER, D. VAN DE GAER, Mobility as distributional difference, June 2003, 22 p. 
 
03/183 B. MERLEVEDE, Reform Reversals and Output Growth in Transition Economies,  June 2003, 35 p. (published in 

Economics of Transition, 2003) 
 
03/184 G. POELS, Functional Size Measurement of Multi-Layer Object-Oriented Conceptual Models, June 2003, 13 p. 

(published as ‘Object-oriented information systems’ in Lecture Notes in Computer Science, 2003) 
 
03/185 A. VEREECKE, M. STEVENS, E. PANDELAERE, D. DESCHOOLMEESTER, A classification of programmes and 

its managerial impact, June 2003, 11 p. (forthcoming in International Journal of Operations and Production 
Management, 2003) 

 
03/186 S. STEENHAUT, P. VANKENHOVE, Consumers’ Reactions to “Receiving Too Much Change at the Checkout”, 

July 2003, 28 p. 
 
03/187 H. OOGHE, N. WAEYAERT, Oorzaken van faling en falingspaden: Literatuuroverzicht en conceptueel verklarings-

model, July 2003, 35 p. 
 
03/188 S. SCHILLER, I. DE BEELDE, Disclosure of improvement activities related to tangible assets, August 2003, 21 p. 
 
03/189 L. BAELE, Volatility Spillover Effects in European Equity Markets, August 2003, 73 p. 
 
03/190 A. SCHOLLAERT, D. VAN DE GAER, Trust, Primary Commodity Dependence and Segregation, August 2003, 18 p 
 
03/191 D. VAN DEN POEL, Predicting Mail-Order Repeat Buying: Which Variables Matter?, August 2003, 25 p. 

(published in Tijdschrift voor Economie en Management, 2003) 
 
03/192 T. VERBEKE, M. DE CLERCQ, The income-environment relationship: Does a logit model offer an alternative 

empirical strategy?, September 2003, 32 p. 
 
03/193 S. HERMANNS, H. OOGHE, E. VAN LAERE, C. VAN WYMEERSCH, Het type controleverslag: resultaten van een 

empirisch onderzoek in België, September 2003, 18 p. 
 
03/194 A. DE VOS, D. BUYENS, R. SCHALK, Psychological Contract Development during Organizational Socialization: 

Adaptation to Reality and the Role of Reciprocity, September 2003, 42 p. 
 
03/195 W. BUCKINX, D. VAN DEN POEL, Predicting Online Purchasing Behavior,  September 2003, 43 p. 
 
03/196 N.A. DENTCHEV, A. HEENE, Toward stakeholder responsibility and stakeholder motivation: Systemic and holistic 

perspectives on corporate sustainability, September 2003, 37 p. 
 
03/197 D. HEYMAN, M. DELOOF, H. OOGHE, The Debt-Maturity Structure of Small Firms in a Creditor-Oriented 

Environment, September 2003, 22 p. 
 
03/198 A. HEIRMAN, B. CLARYSSE, V. VAN DEN HAUTE, How and Why Do Firms Differ at Start-Up? A Resource-

Based Configurational Perspective, September 2003, 43 p. 
 
03/199 M. GENERO, G. POELS, M. PIATTINI, Defining and Validating Metrics for Assessing the Maintainability of Entity-

Relationship Diagrams, October 2003, 61 p. 
 
 



 
 
   FACULTEIT ECONOMIE EN BEDRIJFSKUNDE 
   HOVENIERSBERG 24 
   9000 GENT Tel. : 32 -  (0)9 – 264.34.61  
 Fax. : 32 -  (0)9 – 264.35.92  
 

 

 WORKING PAPER SERIES             11 
 
 
03/200 V. DECOENE, W. BRUGGEMAN, Strategic alignment of manufacturing processes in a Balanced Scorecard-based 

compensation plan: a theory illustration case, October 2003, 22 p. 
 
03/201 W. BUCKINX, E. MOONS, D. VAN DEN POEL, G. WETS, Customer-Adapted Coupon Targeting Using Feature 

Selection, November 2003, 31 p. (forthcoming in Expert Systems with Applications). 
 
03/202 D. VAN DEN POEL, J. DE SCHAMPHELAERE, G. WETS, Direct and Indirect Effects of Retail Promotions, 

November 2003, 21 p. (forthcoming in Expert Systems with Applications). 
 
03/203 S. CLAEYS, R. VANDER VENNET, Determinants of bank interest margins in Central and Eastern Europe. 

Convergence to the West?, November 2003, 28 p.  
 
03/204 M. BRENGMAN, M. GEUENS, The four dimensional impact of color on shoppers’ emotions, December 2003, 15 p. 

(forthcoming in Advances in Consumer Research, 2004) 
 

03/205 M. BRENGMAN, M. GEUENS, B. WEIJTERS, S.C. SMITH, W.R. SWINYARD, Segmenting Internet shoppers 
based on their web-usage-related lifestyle: a cross-cultural validation, December 2003, 15 p. (forthcoming in 
Journal of Business Research, 2004) 

 
03/206 M. GEUENS, D. VANTOMME, M. BRENGMAN, Developing a typology of airport shoppers, December 2003, 13 p. 

(forthcoming in Tourism Management, 2004)  
 
03/207 J. CHRISTIAENS, C. VANHEE, Capital Assets in Governmental Accounting Reforms, December 2003, 25 p.  
 
03/208 T. VERBEKE, M. DE CLERCQ, Environmental policy uncertainty, policy coordination and relocation decisions, 

December 2003, 32 p.  
 
03/209 A. DE VOS, D. BUYENS, R. SCHALK, Making Sense of a New Employment Relationship: Psychological Contract-

Related Information Seeking and the Role of Work Values and Locus of Control, December 2003, 32 p.  
 
03/210 K. DEWETTINCK, J. SINGH, D. BUYENS, Psychological Empowerment in the Workplace: Reviewing the 

Empowerment Effects on Critical Work Outcomes, December 2003, 24 p.  
 
03/211 M. DAKHLI, D. DE CLERCQ, Human Capital, Social Capital and Innovation: A Multi-Country Study, November 

2003, 32 p.  (forthcoming in Entrepreneurship and Regional Development, 2004). 
 
03/212 D. DE CLERCQ, H.J. SAPIENZA, H. CRIJNS,  The Internationalization of Small and Medium-Sized Firms: The 

Role of Organizational Learning Effort and Entrepreneurial Orientation, November 2003, 22 p (forthcoming in Small 
Business Economics, 2004).  

 
03/213 A. PRINZIE, D. VAN DEN POEL, Investigating Purchasing Patterns for Financial Services using Markov, MTD and 

MTDg Models, December 2003, 40 p.  
 
03/214 J.-J. JONKER, N. PIERSMA, D. VAN DEN POEL, Joint Optimization of Customer Segmentation and Marketing 

Policy to Maximize Long-Term Profitability, December 2003, 20 p.  
 
03/215 D. VERHAEST, E. OMEY, The impact of overeducation and its measurement, January 2004, 26 p.  
 
03/216 D. VERHAEST, E. OMEY, What determines measured overeducation?, January 2004, 31 p.  
 
 


	D:\document\submissions\Credit_RS\temp\jmcb\rs_credit_jmcb_1.pdf
	rs_credit_jmcb2.dvi

