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Abstract

This paper quantifies the magnitude and time-varying nature of
volatility spillovers from the aggregate European (EU) and US mar-
ket to 13 local European equity markets. I develop a shock spillover
model that decomposes local unexpected returns into a country specific
shock, a regional European shock, and a global shock from the US. The
innovation of the model is that regime switches in the shock spillover
parameters are accounted for. I find that these regime switches are
both statistically and economically important. While both the EU and
US shock spillover intensity has increased over the 1980s and 1990s,
the rise is more pronounced for EU spillovers. For most countries, the
largest increases in shock spillover intensity are situated in the second
half of 1980s and the first half of the 1990s. Increased trade integra-
tion, equity market development, and low inflation are shown to have
contributed to the increase in EU shock spillover intensity. Finally, I
find some evidence for contagion from the US market to a number of
local European equity markets during periods of high world market
volatility.
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1 Introduction

During the last two decades, Western Europe has gone through a period of
extraordinary economic and monetary integration culminating in the intro-
duction of the euro in January 1999. In addition, significant progress was
made in strenghtening and deepening the various European capital mar-
kets1. In this paper, I investigate whether the efforts for more economic,
monetary, and financial integration in Europe have fundamentally altered
the intensity of shock spillovers from the US and aggregate European mar-
ket to 13 European stock markets. A good understanding of the origins
and transmission intensity of shocks is necessary for many financial deci-
sions, including optimal asset allocation, the construction of global hedging
strategies, as well as the development of various regulatory requirements,
like capital requirements or capital controls.

There are several channels through which further integration may have
affected the degree of interdependence in European equity markets. Fur-
ther economic integration, boosted by the Single European Act in 1986,
combined with the overall trend towards globalisation, should make the de-
terminanants of cash flows more similar across countries. Recent evidence
by Artis et al. (1999) and Peersman and Smets (2001) supports the hypoth-
esis that the economic cycles of the various European countries have indeed
become more and more synchronized. While further monetary and finan-
cial integration acted as important catalists for futher economic integration,
they also contributed to a significant equalization of cross-country discount
rates, defined as the sum of the riskfree rate and the equity risk premium.
The significant convergence of inflation rates, exchange rate stability as well
as further integration in the bond market resulted in a strong convergence
of riskfree rates. The second component of the discount rate, the equity
premium, is expected to equalize across countries because of two reasons.
First, country-specific risk premia due to intra-European exchange rate risk
decreased considerably in the second half of the 1990s, reflecting exchange
rate stability and strong beliefs about what countries would participate to
the euro. The remaining exhange rate premium, at least within the euro
area, disappeared completely with the introduction of the euro in 1999. The
determinants of the second component of the risk premium differ depending
on whether equity markets are integrated or not. Under full integration,
the equity risk premium is determined solely by risk factors common to all

1Various EU directives, including the second banking directive (1989), the capital ade-
quacy directive (1993), and the investment services directive (1993) have played a crucial
role in opening and deepening European financial markets.
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countries, and no longer by a combination of local and global factors as
is the case under partial integration. During the last two decades, various
policy initiatives were taken in order to eliminate both direct and indirect
barriers to international investment (see Licht (1998) for an overview). Re-
maining obstacles are currently being addressed by a battery of initiatives
contained in the Financial Services Action Plan (FSAP). A number of recent
empirical studies suggest that the degree of equity market integration is ris-
ing. Hardouvelis et al. (2002) show that the proportion of expected returns
that is determined by common risk factors has increased dramatically in the
run-up to the euro. Adam et al. (2002) and Adjaouté and Danthine (2002)
argue that the strong increase in the share of assets invested in investment
funds with an international investment strategy as well as in the proportion
of non-domestic equity holdings suggests increasing European equity mar-
ket integration. This may to some extent be attributed to the introduction
of the single currency, which eliminated, at least within the euro area, the
EU matching rule, which required insurance companies and pension funds,
among others, to match liabilities in a foreing currency for a large percentage
by assets in the same currency.

Apart from the focus on Europe, this paper distinguishes itself from
other papers by extending the standard shock spillover model of Bekaert and
Harvey (1997) and Ng (2000) to account for regime switches in the shock
spillover intensity and variance-covariance parameters2. A number of recent
papers have shown the importance of allowing for different regimes in both
the conditional variance and covariance of equity returns. First, Diebold
(1986) and Lamoureux and Lastrapes (1990) argued that the near inte-
grated behavior of the volatility might be due to the presence of structural
breaks, which are not accounted for by standard GARCH-models. Hamil-
ton and Susmel (1994) and Cai (1994) were the first to allow for regime
switches in the ARCH process; Gray (1996) extended their methodology to
regime-switching GARCH-models. Using this methodology, several studies
found the persistence in second moments to decrease significantly when dif-
ferent regimes are allowed for. The consequence of the spurious persistence
in GARCH models is that volatility is underestimated in the high volatility
state, typically during periods of low economic growth, and overestimated in
the low volatility state. Second, there is considerable evidence that correla-

2Others who have studied information sharing between equity markets include Hamao
et al. (1990), King and Wadhwani (1990), Koch and Koch (1991), King et al. (1994),
Lin et al. (1994), Booth and Koutmos (1995), Karolyi (1995), Longin and Solnik (1995),
Karolyi and Stulz (1996), Koutmos (1996), Booth et al. (1997), Fleming et al. (1998),
Kanas (1998), Kroner and Ng (1998), and Ramchand and Susmel (1998).
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tions are asymmetric: correlations are larger when markets move downwards
than when they move upwards. This is especially true for extreme down-
side moves3. Recent work by Ang and Bekaert (2002b) shows that these
asymmetric correlation asymmetries are well captured by a regime-swiching
volatility model, but not by standard (asymmetric) GARCH models.

The main novelty of this paper is however that also the shock spillover
intensities are made regime dependent. Previous studies typically used dum-
mies to test whether important ”events” (in case of EMU: acceptance of
relevant directives, Single European Act, Treaty of Maastricht, official an-
nouncement of the participants to the third stage of EMU, etc.) had a
significant impact on the intensity by which shocks are distributed through
markets. An important problem of this approach is that these events may
have been long anticipated, or may not be credible, or may just need time
to become effective. Bekaert et al. (2002b) for instance look for a common,
endogeneous break in a large number of financial and macroeconomic time
series to determine the moment when an equity market becomes most likely
integrated with world capital markets. They find that the ”true” integra-
tion dates occur usually later than official liberalization dates. Clearly, this
makes the use of dummy variables based on the official dates of certain im-
portant events flawed. Other studies have related shock spillover intensities
to a small number of instruments. In practice however, there is consider-
able uncertainty both about the identity of the relevant instruments and the
functional form that relates those instruments to the shock spillover inten-
sities. Regime switching models do not have these disadvantages, as they
allow the data to switch endogeneously from one state to another using a
nonlinear filter.

The model presented below allows for shock spillovers from the aggre-
gate European market, the regional market, and from the US market, a
proxy for the world market. The time-variation in the sensitivities to EU
and US shocks is driven by a latent regime variable. Three different regime
dependent shock spillover models are estimated, each with a different inter-
action between the latent variables governing the EU and US shock spillover
intensity. I find that regime switches in the spillover parameters are both
statistically and economically important. For nearly all countries, both EU
and US spillover intensities have increased significantly over the last two
decades. The increase for EU shock spillover intensity is larger though, and
is situated mainly in the second part of the 1980s and the first part of the

3For a discussion, see e.g. Ang and Bekaert (2002b), Longin and Solnik (2001), and
Ang and Chen (2002).

4



1990s. Surprisingly, after the introduction of the euro in 1999, in many
countries, sensitivities to EU and US shocks dropped considerably. On av-
erage, EU shocks explain about 15 percent of local variance, compared to
20 percent for US shocks. While the US is still the dominating market, the
importance of EU shocks has increased proportionally more, hereby narrow-
ing the gap with the US. To better understand the time-variation in the
shock spillover intensity, I relate the latent regime variables to a large set of
relevant economic/financial instruments. The results suggest that countries
with an open economy, low inflation, and well developed financial markets
share more information with the EU market. There is also some evidence
that shock spillover intensity is related to the state of the business cycle. Fi-
nally, a test for market contagion is developed, similar to the one proposed
by Bekaert et al (2002c). I find evidence for contagion effects from the US to
the local European equity markets in times of high world market volatility.

The remainder of this paper is organized as follows. Section 2 describes
the data and offers some descriptive statistics. Section 3 develops the regime
dependent volatility spillover model, while section 4 reports the empirical
results. The final section provides a summary and conclusions.

2 Data Analysis

I composed weekly total (dividend-adjusted) continuously compounded stock
returns from 8 EMU countries4 (Austria, Belgium, France, Germany, Ire-
land, Italy, the Netherlands, and Spain), three European Union (EU) coun-
tries that do not participate in EMU (Denmark, Sweden, and the UK), two
countries from outside the EU (Norway, and Switzerland), and two regional
markets (the aggregate European market, and the US). I take such a broad
sample in order to compare shock spillover intensity between EMU, EU,
and non-EU countries. The data are sampled weekly and cover the period
January 1980 till August 2001, for a total of 1130 observations. For Spain
and Sweden, the sample period is somewhat shorter due to data availability.
I use the equity indices provided by Datastream5, as they capture a larger
share of the market and tend to be more homogeneous than other indices,

4The other four EMU countries, Finland, Greece, and Portugal have been left out
due to limited data coverage. Luxemburg was left out because of its very tiny market
capitalization.

5The regional European market index used here is the Datastream EU-15 index.
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like those of MSCI. All returns are denominated in Deutschmark6.
Table 1 presents some summary statistics on the weekly returns of the 13

markets under investigation, as well as for the US and EU aggregate market.
There is considerable cross-sectional variation both in mean returns and
standard deviations. The mean returns range from 0.235 percent for Austria
to 0.34 percent for Ireland, while the returns in the Italian, Norwegian, and
Swedish stock markets are the most volatile. The Jarque-Bera test rejects
normality of the returns for all countries. This is caused mainly by the excess
kurtosis, suggesting that any model for equity returns should accomodate
this characteristic of equity returns. The ARCH test reveals that most
returns exhibit conditional heteroskedasticity, while the Ljung–Box test (of
fourth order) indicates significant autocorrelation in most markets.

Figure 1 plots the average 52-week moving correlation of all the individ-
ual countries with the aggregate European and US market. The estimated
conditional correlations exhibit considerable variation through time, sug-
gesting that correlations are not constant through time. The correlation
with the aggregate European market is larger than with the US market.
Notice also that while correlations increased in the run-up to the introduc-
tion of the euro, they decreased considerably after 1999.

3 A regime-switching volatility spillover model

The aim of this paper is to investigate the origins of time variation in corre-
lations between 13 European equity markets and the US and EU. I allow for
three sources of unexpected returns, being (1) a purely domestic shock, (2)
a regional European shock, and (3) a global shock from the US. The model
I propose is an extension of Bekaert and Harvey (1997), in a sense that
I distinguish between two regional sources of shocks instead of one world
shock, and of Ng (2000), Fratzscher(2001), and Bekaert et al. (2002c), as I
allow for regime switches in the spillover parameters. The remainder of this
section is organized as follows. In section 3.1, I describe a bivariate model
for the US and European returns. The estimated innovations for the US and
Europe are then used as inputs for the univariate volatility spillover model,
which is described in section 3.2. In section 3.3, I discuss the estimation
procedure as well as some specification tests.

6As from January 1999, for EMU countries, the fixed euro-deutschmark exchange rate
is used to translate euro returns into deutschmark returns. Returns for non-EMU countries
are first translated into euros, and then into deutschmarks.
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3.1 A Bivariate model for the US and Europe

3.1.1 Standard model without Regime Switches

The joint process for European and US returns is governed by the following
set of equations:

rt = µt−1 + εt

µt−1 = k0 + Krt−1

εt|Ωt−1 v N (0,Ht) (1)

where rt = [reu,t, rus,t]
′
represents the weekly return of respectively the ag-

gregate European and US market at time t, εt = [εeu,t, εus,t]
′
is a vector of

innovations, k0 = [keu, kus]
′
, and K = [keu

eu, kus
eu; keu

us, k
us
us] a two by two ma-

trix of parameters linking lagged returns in the US and Europe to expected
returns. Other studies have used more sophisticated information variables,
like dividend yields, changes in the term structure, default spreads, and
short term interest rates. I limit myself to lagged returns, as predictability
of the other information variables is very low in weekly data, and because
I want to focus on volatility spillovers rather than on spillovers in mean re-
turns7. I provide four different (bivariate) specifications for the conditional
variance-covariance matrix Ht: a constant correlation model, a bivariate
BEKK model, a regime-switching normal model, and a regime-switching
GARCH model. Where appropriate, I will test whether there is evidence of
asymmetry in the volatility equation.

Constant Correlation Model The constant correlation model was first
proposed by Bollerslev (1990) and is the most restrictive of the models that
is used here. It can be represented in the following way:

Ht = ztΓzt (2)

zt =
[

heu,t 0
0 hus,t

]

Γ =
[

1 ρ
ρ 1

]

7As a robustness check, I will test whether the model’s residuals are orthogonal to a
set of information variables.
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where ρ represents the correlation coefficient. I model the conditional vari-
ance hi,t , where i = {eu, us}, as a simple GARCH(1,1)-model extended to
allow for asymmetry (see Glosten et al.(1993)).

h2
i,t = ψi,o + ψi,1ε

2
i,t−1 + ψi,2h

2
i,t−1 + ψi,3ε

2
i,t−1I{εi,t−1 < 0} (3)

where I is an indicator function for εi,t−1 and ψi a vector of parameters.
Negative shocks increase volatility if ψi,3 > 0.

Asymmetric BEKK Model I use the asymmetric version of the BEKK
model of Baba et al. (1989), Engle and Kroner (1995), and Kroner and Ng
(1998), which is given by

Ht = C′C + A′εt−1ε
′
t−1A + B′Ht−1B + D′ηt−1η

′
t−1D (4)

where
ηt−1 = εt−1 ¯ 1{εt−1 < 0} (5)

The symbol ¯ is a Hadamard product representing an element by element
multiplication, and 1{εt−1 < 0} is a vector of individual indicator functions
for the sign of the errors εeu,t and εus,t. Matrix C is a 2 by 2 lower triangular
matrix of coefficients, while A, B,and D are 2 by 2 matrices of coefficients.
The advantage of this model is that Ht is guaranteed to be positive definite.

3.1.2 Model with Regime-Switches

I propose two models that make both the conditional expected return and
the conditional variance regime-dependent: a regime-switching bivariate
normal model, and a regime-switching GARCH model.

Regime Switching Bivariate Normal This model allows the returns rt

to be drawn from a mixture of two bivariate normal distributions. Which
distribution is used at what time, depends on the regime the process is in.
I distinguish between two different states, St = 1 and St = 2, and two
bivariate normal distributions:

rt|Ωt−1 =
{

N(µt−1 (St = 1) ,H (St = 1))
N(µt−1 (St = 2) ,H (St = 2))

(6)

Both the conditional mean return µt−1 and the variance H are made regime
dependent. To facilitate estimation, in the conditional mean specification,
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only the intercept k0 is allowed to depend upon the latent regime variable
St. The regimes follow a two-state Markov chain with transition matrix:

Π =
(

P 1− P
1−Q Q

)
(7)

where the transition probabilities are given by P = prob(St = 1|St−1 =
1;Ωt−1), and Q = prob(St = 2|St−1 = 2;Ωt−1).

A regime-switching GARCH Model In the regime-switching bivariate
normal model, volatility is restricted to be constant within a regime. The
(generalized) regime-switching volatility models of Hamilton and Susmel
(1994), Cai (1994), and Gray (1996) combine the advantages of a regime-
switching model with the volatility persistence associated with GARCH ef-
fects. I allow the regime-dependent conditional volatility within a regime to
follow an asymmetric GARCH(1,1) model:

rt|Ωt−1 =
{

N(µt−1 (St = 1) ,Ht (St = 1))
N(µt−1 (St = 2) ,Ht (St = 2))

(8)

and

H (St = i) = C (St = i)′C (St = i)+Aεt−1ε
′
t−1A + B′Ht−1B + D′ηt−1η

′
t−1D
(9)

for i = 1, 2. The regime variable St follows the same two-state markov chain
with transition probability Π as in equation (7). As even for two regimes
this model requires a lot of parameters to be estimated, I restrict the ma-
trices A, B, and D to be diagonal and regime independent, while only the
intercept k0 is allowed to switch in the mean equation. In addition, both the
mean and volatility are forced to switch jointly. As in Gray (1996), εt−1,
Ht−1, and ηt−1were made regime independent by averaging over the ex-ante
probabilities. For instance, Ht−1 is calculated as follows:

Ht−1 = p1,t−1Ht−1(S1) + (1− p1,t−1)Ht−1(S2) (10)

where p1,t−1 = prob (St−1 = 1|Ωt−2) .

3.2 Univariate spillover model

Similar in spirit to Bekaert and Harvey (1997), Ng (2000), and Fratzscher
(2001), local unexpected returns are - apart from by a purely local compo-
nent - allowed to be driven by innovations in US and European returns. I
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orthogonalize the innovations from the aggregate European market and the
US, the residuals ε̂eu,t and ε̂us,t from the first step, assuming that the Euro-
pean return shock is driven by a purely idiosyncratic shock and by the US
return shock. The orthogonalization process is outlined in Appendix 1. I de-
note the orthogonalized European and US innovations by êeu,t and êus,t and
their variances by σ2

eu,t and σ2
us,t. This section outlines several univariate

volatility spillover models that take the orthogonalized EU and US inno-
vations as given. In section 3.2.1., I describe the volatility spillover model
that is standard in the literature. In section 3.2.2., a model is developed
that allows for regime switches in the spillover parameters. Three differ-
ent assumptions are made regarding the interaction between the switches in
spillover intensity from the EU and US respectively.

3.2.1 A simple model without regime shifts

The univariate constant shock spillover model for country i is represented
by the following set of equations:

ri,t = µi,t−1 + εi,t

εi,t = ei,t + γeu
i êeu,t + γus

i êus,t

ei,t|Ωt−1 v N(0, σ2
i,t) (11)

where ei,t is a purely idiosyncratic shock which is assumed to follow a condi-
tional normal distribution with mean zero and variance σ2

i,t. For simplicity,
the expected return µi,t−1 is a function of lagged EU, US, and local returns
only. The parameters γeu

i and γus
i govern the (constant) spillover effects

from respectively European and US shocks on local return innovations. The
conditional variance σ2

i,t is modeled as a simple asymmetric GARCH(1,1)
process.

σ2
i,t = ψi,o + ψi,1e

2
i,t−1 + ψi,2σ

2
i,t−1 + ψi,3ε

2
i,t−1I{εi,t−1 < 0} (12)

3.2.2 Model with regime shifts in the spillover parameters

As argued in the introduction, shock spillover intensities are however likely
to change through time. In the model I propose here, I do not specify ex-ante
the time-varying character of shock spillover intensity, but let it depend on a
latent regime variable. I first rewrite equation (11) to include the possibility

10



of switching between states:

ri,t = µi,t−1 + εi,t

εi,t = ei,t + γeu
i (Seu

i,t )êeu,t + γus
i (Sus

i,t )êus,t

ei,t|Ωt−1 v N(0, σ2
i,t) (13)

where Sz
i = {1, 2}, z = {eu, us}. To keep the analysis tractable, I limit the

number of states to two. The spillover parameters are then given by

γeu
i,t =

{
γeu

i,t,1 if Seu
i,t = 1

γeu
i,t,2 if Seu

i,t = 2

and

γus
i,t =

{
γus

i,t,1 if Sus
i,t = 1

γus
i,t,2 if Sus

i,t = 2

Following Hamilton (1988, 1989, 1990), Sz
i evolves according to a first-order

Markov chain. The conditional probabilities of remaining in/switching from
state are then defined as:

P (Sz
i,t = 1|Sz

i,t−1 = 1) = P z
i

P (Sz
i,t = 2|Sz

i,t−1 = 1) = 1− P z
i

P (Sz
i,t = 2|Sz

i,t−1 = 2) = Qz
i

P (Sz
i,t = 1|Sz

i,t−1 = 2) = 1−Qz
i

Similar to Hamilton and Lin (1996), Susmel (1998), and Cappiello (2000), I
distinguish between three possible variations of Seu

i and Sus
i .

Common States In this case, the forces which govern shock spillover
intensities from the US and regional European market are the same. Con-
sequently, the latent variables Seu

i and Sus
i are identical, or Seu

i,t =Sus
i,t = Si,t.

This assumption yields the following simple transition matrix Π :

Πi =
[

Pi 1− Pi

1−Qi Qi

]

where Pi = P (Si,t = 1|Si,t−1 = 1), and Qi = P (Si,t = 2|Si,t−1 = 2).
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Independent States Shifts in shock spillover intensity from the US and
regional European markets may be completely unrelated. For instance,
shock spillovers from the regional European market may have shifted to a
higher state with the evolution towards an Economic and Monetary Union
(EMU), while shock spillovers from the US may be determined by the state
of the US business cycle. The combination of Seu

i,t and Sus
i,t yields a new

latent variable Si,t:

Si,t = 1 if Seu
i,t = 1 and Sus

i,t = 1
Si,t = 2 if Seu

i,t = 2 and Sus
i,t = 1

Si,t = 3 if Seu
i,t = 1 and Sus

i,t = 2
Si,t = 4 if Seu

i,t = 2 and Sus
i,t = 2

The assumption of independence between states significantly simplifies the
transition matrix Πi, which is now the product of the probabilities that drive
Seu

i,t and Sus
i,t (for a formal derivation, see appendix 2):

Πi =




P eu
i P us

i (1− P eu
i )P us

i P eu
i (1− P us

i ) (1− P eu
i )(1− P us

i )
(1−Qeu

i )P us
i Qeu

i P us
i (1−Qeu

i )(1− P us
i ) Qeu

i (1− P us
i )

P eu
i (1−Qus

i ) (1− P eu
i )(1−Qus

i ) P eu
i Qus

i (1− P eu
i )Qus

i )
(1−Qeu

i )(1−Qus
i ) Qeu

i (1−Qus
i ) (1−Qeu

i )Qus
i Qeu

i Qus
i




(14)

General case Instead of imposing a structure on the transition matrix,
I can let the data speak for itself. Define the transition probabilities as
pjj′ = P (St = j′|St−1 = j), for j, j′ = 1, ..., 4 and the associated switching

probability matrix Πi as8:

Πi =




p11 p12 p13 p14

p21 p22 p23 p24

p31 p32 p33 p34

p41 p42 p43 p44


 (15)

The only constraints I have to impose is that the rows sum to one, or∑4
j′=1 pjj′ = 1, for j = 1, ..., 4, and that all pjj′ > 0. This general specifica-

tion nests the case of independent states, which allows me to test whether
the added flexibility of the general model is statistically significant using a
standard likelihood ratio test.

8For notational clarity, the country specific subscript i has been omitted from the
transition probabilities pjj′
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3.2.3 Variance Ratios and Conditional Correlations

In this section, I decompose total local volatility hi,t in three components:
(1) a component related to European conditional volatility, (2) a component
related to US conditional volatility, and (3) purely local volatility. Recall
the expression for shocks to local equity returns:

εi,t = ei,t + γeu
i (Seu

i,t )êeu,t + γus
i (Sus

i,t )êus,t

Assume now that the purely local shocks ei,t are uncorrelated across coun-
tries, E [ei,tej,t] = 0, ∀i 6= j , and uncorrelated with the European and US
benchmark index: E [ei,têeu,t] = 0 , E [ei,têus,t] = 0,∀i. Moreover, êeu,t and
êus,t are orthogonalized in the first step. We obtain regime-independent
shock spillover intensities by integrating over the states:

γ̃eu
i = p1,tγ

eu
i (Seu

i,t = 1) + (1− p1,t) γeu
i (Seu

i,t = 2) (16)
γ̃us

i = p1,tγ
us
i (Sus

i,t = 1) + (1− p1,t) γus
i (Sus

i,t = 2) (17)

This implies that:

E[ε2
i,t|Ωt−1] = hi,t = σ2

i,t + (γ̃eu
i )2 σ2

eu,t + (γ̃us
i )2 σ2

us,t (18)

E[εi,têeu,t|Ωt−1] = hi,eu,t = (γ̃eu
i ) σ2

eu,t (19)

E[εi,têus,t|Ωt−1] = hi,us,t = (γ̃us
i )σ2

us,t (20)

It follows that
ρeu

i,t = (γ̃eu
i )

σeu,t√
hi,t

(21)

ρus
i,t = (γ̃us

i )
σus,t√

hi,t

(22)

Equation (18) shows that the conditional volatility in market i is positively
related to the conditional variance in the European and US market, as well
as to the shock spillover intensity. Similarly, according to equations (21)
and (22), the conditional correlations of local returns with US and European
returns will depend upon the regime dependent shock spillover intensity, and
the ratio of the volatility of the foreign market returns (US or EU) and the
local returns. According to this model, correlations between local returns
and EU and US returns will generally be high when the shock spillover
parameters γ̃eu

i,t and γ̃us
i,t are high, or/and when European and US volatility

is high relative to local volatility.
Finally, I also investigate the (relative) proportion of conditional variance

that is explained by European and US market shocks. This ratio indicates
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what percentage of local shocks can be explained by EU and US shocks
respectively. These ratios are computed as follows:

V Reu
i,t =

(
γ̃eu

i (Seu
i,t )

)2
σ2

eu,t

hi,t
=

(
ρeu

i,t

)2 (23)

V Rus
i,t =

(
γ̃us

i (Sus
i,t )

)2
σ2

us,t

hi,t
=

(
ρus

i,t

)2 (24)

3.3 Estimation and Specification Tests

3.3.1 Estimation

The natural procedure would be to estimate return models for the domestic
country, the US, and Europe jointly. However, given the large number of
parameters that would have to be estimated in this trivariate system, I follow
a two-step procedure similar to the one followed by Bekaert and Harvey
(1997) and Ng (2000). First, a bivariate model is estimated for the US
and European returns. I estimate the different models outlined in section
3.1 and choose the best model based on the specification tests outlined
below. I can however not use the European index as such, as shock spillovers
from Europe to the individual countries may be spuriously high because the
European index consists partly of the country under analysis. The bias may
be especially high for the larger stock markets, like Germany, France, and
especially the UK. Therefore, the EU and US innovations imposed on the
different spillover models in the second step are different for each country,
in a sense that the market-weighted EU index used consists of all country
index returns except of the country under investigation.

In appendix 3, I show what conditions are needed to make this two-
step procedure internally consistent in the general case of regime switches
both in the first and second step. In both steps, I estimate the parameters
by maximum likelihood, assuming a conditional normally distributed error
term. I use the non-linear optimization algorithm of Broyden, Fletcher,
Goldfarb, and Shanno (BFGS) to optimize the loglikelihood function. To
avoid local maxima, all estimations are started at least from 10 different
starting values. In order to avoid problems due to non-normality in excess
returns, I provide Quasi-ML estimates (QML), as proposed by Bollerslev
and Woolridge (1992).

14



3.3.2 Specification Tests

I use three tests to distinguish between the different models. First, if the
model is correctly specified, the standardized residuals should be standard
normally distributed. The latter hypothesis is tested using a GMM proce-
dure. A second statistic investigates how well the regime-switching models
can distinguish between regimes. Finally, we test for regimes using an em-
pirical likelihood ratio test.

3.3.2.1. Test on Standardized Residuals

Bivariate Model To check whether the models are correctly specified,
as well as to choose the best performing model, I follow a procedure similar
to the one proposed by Richardson and Smith (1993), and used by Bekaert
and Harvey (1997), Bekaert and Wu (2000), and Ng (2000) among others. I
calculate standardized residuals, ẑt = Ĉ

′−1
t ε̂t, where Ct is obtained through

a Choleski decomposition of Ht. These standardized residuals should fol-
low a multivariate standard normal distribution conditional on time t − 1
information if the model is correctly specified. I then have the following
orthogonality conditions to test:

(a) E[ ẑi,t ẑi,t−j ] = 0, for i = EU,US
(b) E[ (ẑ2

i,t − 1)( ẑ2
i,t−j − 1)] = 0, for i = EU,US

(c) E[ (ẑeu,t ẑus,t)(ẑeu,t−j ẑus,t−j)] = 0
(d) E[ ẑ3

i,t] = 0 for i = EU,US

(e) E[ ẑ2
eu,tẑus,t] = 0

(f) E[ ẑeu,tẑ
2
us,t] = 0

(g) E[ ẑ4
i,t − 3] = 0 for i = EU,US

(h) E[ (ẑ2
eu,t−1)(ẑ2

us,t−1)] = 0 for
j = 1, ..., τ . All moment restrictions are obtained using the generalized
method of moments (Hansen (1982)). Conditions (a), (b), and (c) test
whether there is any serial correlation left in {ẑi,t}, {ẑ2

i,t−1}, and {ẑeu,tẑus,t}.
For four lags (τ = 4), this yields three tests that are asymptotically dis-
tributed as a χ2 distribution with four degrees of freedom. I also perform a
joint test, which has 12 degrees of freedom. Conditions (d)-(h) test whether
ẑt follows a bivariate standard normal distribution. Equations (d) and (g)
test whether the skewness and kurtosis are significantly different from those
implied by a standard normal distrution. Both are asymptotically χ2(1) dis-
tributed. Equations (e) and (f) test for cross-skewness; while equation (h)
investigates whether there is any cross-kurtosis left in the residuals. These
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tests follow a χ2 distribution with respectively two and one degrees of free-
dom. I also perform a joint test, which follows a χ2 distribution with 7
degrees of freedom.

Univariate Model To check whether the models are correctly spec-
ified for country i, I investigate whether the standardized residuals ẑi,t =
êi,t/σ̂i,t violate the following orthogonality conditions, as implied by a stan-
dard normal distribution:

(a) E[ ẑi,t] = 0
(b) E[ ẑi,t, ẑi,t−j ] = 0
(c) E[ ẑ2

i,t − 1] = 0
(d) E[( ẑ2

i,t − 1)( ẑ2
i,t−j − 1)] = 0

(e) E[ ẑ3
i,t] = 0

(f) E[ ẑ4
i,t−3] = 0 for

j = 1, ..., τ . All moment restrictions are tested using the generalized method
of moments. A test on the correct specification of the conditional mean is
implicit in (b), which provides us for τ = 4 with a χ2-statistic with four
degrees of freedom. A similar test is conducted on the conditional variance,
using moment condition (d). The distributional assumptions of the model
are tested by examining conditions (a), (c), (e), and (f). This results in a χ2-
statistic with four degrees of freedom. Finally, I jointly test all restrictions,
which implies (again, for τ = 4) a test with 12 degrees of freedom.

Notice that test statistics derived from this GMM procedure follow a χ2

distribution asymptotically only. However, Bekaert and Harvey (1997) - in
a similar setting - performed a Monte Carlo analysis to derive the small-
sample distribution of this test statistic, and found that it is fairly close to
a χ2 distribution.

3.3.2.2. Regime Classification
Ang and Bekaert (2002a) developed a summary statistic which captures

the quality of a model’s regime qualification performance. They argue that
a good regime-switching model should be able to clasify regimes sharply.
This is the case when the smoothed (ex-post) regime probabilities pj,t =
P (Si,t = j|ΩT ) is close to either one or zero. Inferior models however will
exhibit pj values closer to 1/k, where k is the number of states. For k = 2,
the regime classification measure (RCM1 ) is given by

RCM1 = 400× 1
T

T∑

t=1

pt (1− pt) (25)
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where the constant serves to normalize the statistic to be between 0 and
100. A perfect model will be associated with a RCM1 close to zero, while a
model that cannot distinguish between regimes at all will produce a RCM1
close to 100. Ang and Bekaert (2002a)’s generalization of this formula to
the multiple state case has many undesirable features9. I therefore propose
the following adapted measure, denoted by RCM2:

RCM2 = 100× (1− k

k − 1
1
T

T∑

t=1

k∑

i=1

(
pi,t − 1

k

)2

) (26)

RCM2 lies between 0 and 100, where the latter means that the model cannot
distinguish between the regimes. However, contrary to the multi-state RCM
proposed by Ang and Bekaert (2002a), this measure does only produce low
values when the model consistently attaches a high probability to one state
only. This RCM2 also satisfies other ordering requirements: RCM2 for
instance prefers a model that is able to eliminate 2 states relative to one
state only. In addition, in the two state case, it is easy to show that RCM2
is identical to RCM1. Table 2 reports the RCM2 for different number of
states and for different probability structures.

3.3.2.3 Testing for Regimes
While the specification tests and the regime classification measure may

indicate whether the data generating process exhibits regimes or not, they
do not constitute a formal test. Unfortunately, there is no straightforward
test for regimes as the usual χ2 asymptotic tests do not apply because of the
presence of nuisance parameters under the null. This means that starting
e.g. in regime 1, all parameters under regime two are not identified under the
null hypothesis of no regimes. Hansen (1996) developed an asymptotic test
that overcomes this problem. As this procedure is difficult to implement, in
this paper, I will use an empirical likelihood ratio test similar to Ang and
Bekaert (2002b). In a first step, the likelihood ratio statistic of the regime-
switching model against the null of one regime is calculated. Second, N
series (of lenght T, the sample length) are generated based upon a model
with no regime switches. Examples of such models in this paper include
the constant correlation model in section 3.1.1 and the constant volatility
spillover model of section 3.2.1. For each of the N series, both the model
with and without regime switches is estimated. The likelihood values are

9More specifically, their measure produces small RCM ’s as soon as one state has a very
low probability, even if the model cannot distinguish between the other states.
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stored in respectively LRS and LNRS . For each simulated series, as well as
for the data in sample, the Likelihood Ratio (LR) test is calculated as

LRNRS↔RS = −2 log (LNRS − LRS)

Finally, the significance of the LR test statistic is obtained by calculating
how many of the LR test values on the similated series are larger than the
LR statistic for the data in sample.

4 Empirical Results

This section summarizes the main empirical results of the paper. Section
4.1. discusses the estimation results for the different bivariate models for
the US and European returns. Based on various specification tests, I choose
the best performing model. The EU and US innovations are then estimated
using the best model and a European index that excludes the country under
investigation. Section 4.2. reports the results from four volatility spillover
models: a constant volatility spillover model, and three models exhibiting
regime switches in the spillover parameters. In section 4.3., I relate the
shock spillover intensities to a large set of economic variables. Finally, in
section 4.4., I test for contagion effects.

4.1 Bivariate Model for Europe and US

In order to have a good specification for the EU and US shocks, I esti-
mate and compare four different bivariate models: (1) a constant correlation
model, (2) a BEKK model, (3) a regime-switching normal model, and (4) a
regime-switching GARCH model. Table 3 presents the specification tests as
outlined in section 3.3.2.

The univariate specification tests of Panel A show no evidence against
any of the variance specifications, and neither against the specification for
the US mean equation. There is however evidence against zero autocorre-
lations in {zeu,t} and {zeu,tzus,t} in most cases. The test statistics for the
joint test are all far above their critical values. Notice however that the
test statistics for both regime-switching models are slightly lower (about 52
versus about 66). The last column of Table A reports a Wald test for asym-
metry in the variance specifications of models (1), (2), and (4). The results
suggest that there are strong asymmetric effects in the variance-covariance
matrix.
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In Panel B of Table 3, I tests whether the standardized residuals of
the four different models exhibit excess (cross-) skewness and kurtosis rel-
ative to the bivariate normal distribution. The results indicate that there
is skewness, kurtosis, cross-skewness, and cross-kurtosis left in the stan-
dardized residuals. Here, the test statistics for the joint test are much
lower for the regime-switching models than for the constant correlation and
BEKK model. In particular, the regime-switching volatility models perform
much better in the tests for kurtosis and cross-kurtosis, which suggests that
regime-switching models do better in proxying for the fat tails in the return’s
distribution. Moreover, the regime classification measure (RCM) outlined
in section 3.3.2.2. equals 28.87, implying that on average, the most likely
regime has a probability of more than 90 percent (see Table 2). This means
that the regimes are well distinguished.

An empirical likelihood ratio test strongly supports a model with regime
switches. More specifically, we test the regime-switching normal against
the constant correlation model following the procedure outlined in Section
3.3.2.3. The LR statistic amounts to 55.8. Only 0.4 percent of the 500 simu-
lated LR statistics is larger than 55.8, hereby rejecting the null hypothesis of
no regimes at a 1 percent level. Finally, the residuals from the four models
were regressed upon a set of information variables10. The hypothesis that
all instruments had a zero influence could not be rejected for any of the four
models.

While all models seem to give relatively similar results, I take the residu-
als from the regime-switching normal as input for the second-step estimation,
as this model produced the lowest test statistic for both the univariate and
bivariate joint test for normality, as the null of one regime is rejected, and as
the regime classification performance is satisfactory. The estimation results
for the bivariate regime-switching normal model are given in Table 4. The
results suggest that the European and US equity markets are both at the
same time in high and low volatility states. The volatility in Europe and
the US is respectively about 2.1 and 1.7 times higher in the high volatility
regime. Notice also that on average the volatility in the US is higher than
in Europe, while the correlation between both series is significantly higher
in the high volatility regime (0.80 versus 0.56 in the low volatility regime).
A Wald test shows this difference to be statistically significant at the 5%

10The following information variables were used (all lagged once): the world dividend
yield in excess of the one month US T-Bill rate, the change in the US term structure, and
the change in the three-month US interest rate, and the change in the US default spread.
For Europe, the same variables were constructed based on German series.
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level11. In addition, the mean returns are negative or insignificant in times
of high volatility, but significantly positive in the low volatility state. This
confirms that correlations between equity markets are high exactly when the
diversification effects from low correlations are most needed. Finally, Figure
2 plots the filtered probability of being in the high volatility regime. Most of
the time, both the EU and US market are in the low volatility regime, and
switch for short periods of time to the high regime. Peaks coincide with the
debt crisis in 1982, the October 1987 stock market crash, and the economic
crisis at the beginning of the 1990s. Similarly, the financial crises in Asia
and Russia, the LTCM debacle, and the start of a market downturn since
the end of 2000 did have a strong impact on market volatility at the end of
the sample.

As argued before, shock spillovers from the aggregate European market
to the local countries may be overestimated, as the EU index consists partly
of the local returns. Therefore, for each country, I construct a matching Eu-
ropean index that is a market-weighted average of the returns of all countries
except those of the country under investigation. The country-specific EU
and US innovations are then obtained by estimating the regime-switching
normal model on the US and adapted EU returns.

4.2 Univariate Volatility Spillover Model

In this paragraph, I report and discuss the estimation results of the univari-
ate volatility spillover models with and without regime shifts in the shock
spillover parameters. The (adapted) EU and US innovations obtained in the
first step estimation are orthogonalized, assuming that the EU innovations
are driven by a purely idiosyncratic shock and by a US shock (see appendix
1). The US return innovation as well as the orthogonalized EU innovations
serve as input for the univariate volatility model presented here. Notice that
this orthogonalization procedure has consequences for the expected absolute
value of the spillover parameters. This can be seen as follows. Suppose I
know that the US and EU volatility explain about the same proportion of
the total volatility of a particular country and that shocks are on average of
the same magnitude. Then the volatility spillover parameters will generally
not be equal unless EU and US shocks are unrelated. If they are related,
part of EU shocks will be explained by US shocks, and the pure EU shocks -
this is, the full EU shocks orthogonal to the US shocks - will be small relative
to the full EU shocks. Consequently, to have the same impact on the local

11The test statistic is 4.0497, which has a probability value of 4.42%.
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volatility, the EU spillover parameter at time t will have to be higher than
the one of the US. How much higher depends upon the conditional variance-
covariance matrix at time t. Therefore, one should only compare the size of
EU and US spillover parameters between countries, but not with each other.
To compare the relative importance of EU and US news, one may look at
the proportion of the local variance each of them explains separately.

4.2.1 A Volatility Spillover Model without Regime Shifts

Table 5 shows the estimation results of the univariate volatility spillover
model without regime switches. All spillover parameters are significant at a
1 percent level. The EU shock spillover parameter is on average 0.64, but
shows considerable cross-sectional variation (ranging from 0.35 for Austria
to 0.93 for Spain). In addition, the shock spillover intensity is on average
higher for EMU countries than for non-EMU countries (averages of respec-
tively 0.67 and 0.60). Shock transmission from the US amounts on average
to 0.41. This means that a 1 percent decrease in the US stock markets
leads ceteris paribus to an average decrease of 0.41 percent in the differ-
ent European equity markets. Contrary to the estimates of γeu, the US
spillover intensity parameters are fairly similar across countries. Interest-
ingly however, the average γus is higher for non-EMU countries than for
EMU countries (0.46 versus 0.39), even though this result is to a large ex-
tent driven by the high spillover intensity for Sweden. Finally, it is worth
noting that in none of the countries there is evidence of asymmetry in the
conditional volatility specification for the idiosyncratic shocks once EU and
US shocks are included.

4.2.2 A Volatility Spillover Model with Regime Shifts in the
Spillover Parameters

This section discusses the estimation results for the three univariate volatil-
ity spillover models with regime shifts in the spillover parameters, and com-
pares those with the standard constant spillover model (CSM). For each
country, the best performing model is chosen on the basis of the three criteria
discussed in Section 3.3.2.: (1) by comparing the values of a standard nor-
mality test on the standardized error terms, (2) by comparing their regime
classification performance, and (3) by an empirical likelihood ratio test.

The performance statistics are reported in Table 6. Panel A of Table
6 reports the results from a normality test on the standardized residuals
of the different models. I only report the joint test for normality, this is
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the hypothesis of mean zero, unit variance, no autocorrelation (up to order
4) in both the standardized and squared standardized residuals, no skew-
ness, and no excess kurtosis12. One can directly see that the models with
regime-switching in the spillover parameters perform much better than the
single regime model. On average, the test statistic is 11.2 times lower for
the models with regime-switching13. While the single regime model is re-
jected for all countries, the regime-switching models are only rejected for
three countries14. The regime-switching models do overall slightly better on
modelling the mean and variance of the local returns. The large difference
in test statistic with the constant spillover case is largely due to a much
lower test statistic for excess kurtosis (and to some extent also for skew-
ness). This suggests that the regime-switching models perform much better
in modelling the tails of the distribution. The distinction between the dif-
ferent regime-switching models is less clear-cut. While the model with joint
switches in the spillover parameters (JRS) produces on average the lowest
test statistics, it only performs best in three of the thirteen cases, compared
to five times for the model with independent regime switches (IRS) and the
fully flexible model (FULL).

In panel B of Table 6, I calculate (empirical) likelihood ratio tests to
see whether the different models are significantly different from each other.
Column 1 and 2 compare the constant spillover model with the models with
joint and independent regime switches using an empirical likelihood ratio
test. Similarly, columns 3 and 4 compare the fully flexible model with those
with joint and independent regime switches. While the model with inde-
pendent regime switches is nested in the full model, the specification which
assumes joint switches is not. Given the highly nonlinear character of the full
model however, the reported probability values are in both cases taken from
a standard χ2 distribution. As a consequence, these probabilities should
be seen as an indication of significance only. In all countries, the single
regime model is rejected in favor of the JRS or IRS model, confirming pre-
vious results that regime switches in shock spillover intensity are important.
There is no easy test statistic available to compare the JRS and IRS model.
However, one can get a feeling for the statistical difference between the two
models by comparing their LR test statistic against the single regime model.

12The reported test statistics follow a χ2 distribution with 12 degrees of freedom.
1311.2 is calculated as the ratio of the average test statistic for the constant spillover

model, and the average of those of the three regime switching models
14As a rough indication of the relevance of regime switches, I reject regime switching

in the spillover parameters if none of the three regime switching models has a probability
value of more than 5 percent.
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In eight of the 13 cases, the LR test statistic is substantially higher for the
IRS than for the JRS model. The JRS model seems to perform best only in
case of Austria, France, Denmark, and Sweden. These results suggest that
for these countries, the EU and US shock spillover intensity are governed by
the same underlying factors, while for the other countries, the factors may
be very different. For most countries, the fully flexible model (FULL) does
not perform statistically better than the best of the JRS or IRS model. The
(informal) χ2 test statistic is only statistically significant for Germany, the
Netherlands, and Switzerland.

In panel C of Table 6, I analyse the regime qualification performance
of the different regime-switching models. Column one till three report the
regime classification measure (RCM) derived in section 3.3.2.2. and the
associated probability of the most likely regime, assuming that the other
states share the remaining probability mass between them. As was clear
from Table 2, the RCM’s are only comparable if the number of states is equal.
Therefore, to compare the JRS model with the IRS and FULL model (both
have 4 states), in column four and five, I calculate what the RCM would
be in the two state case. To do so, I allocate the probability of the most
likely regime to state 1, and the probability of the three remaining states
to state 2. Finally, the last column reports the model that performs best
for this metric. In nine of the thirteen cases, the JRS model distinguishes
best between the different regimes: on average, it allocates 85.8 percent to
the most likely regime, compared to 77.4 and 75.2 percent for the IRS and
FULL model respectively. In addition, in eight cases, the most likely regime
in the JRS model has a probability of more than 85 percent, compared to
only three and zero times for the IRS and FULL model. The relatively
worse regime classification performance for the IRS and FULL models does
not come as a surprise, as these models allow for more flexibility. Overall, it
is fair to say that all models distinguish relatively well between the different
states, as nearly always, the most likely regime has a probability above 75
percent.

In conclusion, all tests indicate strongly in favor of regime-switching
shock spillover intensities. While in most cases the different performance
statistics for the regime-switching models point in the same direction, I
choose the best model based upon the (empirical) likelihood ratio test statis-
tics. The last column of panel B of Table 6 shows for each country the model
with the highest LR test statistic (versus the NRS model). However, given
its large number of parameters, the FULL model is only choosen if it per-
forms statistically better than the JRS and IRS model. In what follows,
the regime-switching shock spillover intensities are those estimated using the
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best performing model.
Table 7 investigates whether the shock spillover parameters are statisti-

cally different across regimes. The Wald tests are distributed as a χ2 dis-
tribution with one degree of freedom. Nearly all EU and US shock spillover
parameters are significantly different across regimes. Only for Denmark and
Switzerland, the results seem to suggest that there is no significant difference
between the high and low spillover regime.

To get an understanding of the magnitude and evolution of shock spillover
intensity through time and across countries, Table 8 reports average shock
spillover intensities over different subperiods, while Figure 3 plots the shock
spillover intensities through time for the different countries. The latter are
calculated using equations 16 and 17.

Let us first inspect the spillover intensity from the EU market (left hand
side of figure 3, Panel A of Table 8). In all countries, the sensitivity to
EU shocks is considerably larger during the 1990s. The largest increases
are found in Austria (+153%) and Denmark (+152%), the lowest in the
Netherlands (-8%), and Norway (-1%). Looking at shorter subperiods, I
find that the largest increases were observed in the second half of the 1980s
and the first half of the 1990’s. Sensitivities stay more or less the same
during the 1996-1999 period, to decrease again after 1999. This result is
surprising, given that during 1996-1999, Europe was going through a period
of monetary integration and exchange rate stability, culminating in the in-
troduction of a single currency in the EMU member countries. These results
suggest that the economic integration (boosted by the Single European Act
(1986)) as well as efforts to further liberalize European capital markets were
more important in bringing markets closer together than the process towards
monetary integration and the introduction of the single currency. While the
sensitivity to EU shocks has increased substantially (on average +31%),
the rise in US shock spillover intensity was not so pronouned (on average,
+14%). Exceptions are Austria (+233%), Germany (+46%), Netherlands
(-8%), Denmark (-12%), and the UK (-7%). These results show that the
importance of EU shocks is rising relative to those of US shocks.

Table 9 reports the proportion of total return variance that can be at-
tributed to EU (panel A) and US shock spillovers (panel B). Over the full
sample, EU shocks explain about 15 percent of local variance, while US
shocks account for about 20 percent. While the US - as a proxy for the
world market - is still the dominant force, the proportion of variance at-
tributed to EU shocks has increased substantially more: from about 10%
during the 1980s to about 20% during the nineties (increase of 97%) for
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Europe; for the US from about 17% to 25% (increase of 51% only)15. The
EU variance proportion is on average higher for EMU than for non-EMU
countries (17% versus 13%). However, while for EMU countries the EU vari-
ance proportion increased with 81%, it increased with 146% for non-EMU
countries. Over the 1990s, the largest EU variance ratios were observed in
France and Spain (27%); the lowest in Austria (12%), Norway (15%), the
UK (15%), and Switzerland (16%). While the US variance proportions are
on average similar across countries (20%), the evolution has been different:
during the 1980s, the fraction of local shocks explained by US shocks was
higher for non-EMU countries (18% versus 15%). However, the picture has
flipped during the 1990s, in which 25% of EMU equity market shocks are
explained by US shocks compared to 23% only for non-EMU countries. The
Dutch index has a very high US variance ratio of 44%, as it is dominated
by companies who have high proportions of their cash flows outside Europe.
Also the UK (41%), France (31%), Germany (27%), Sweden (28%), and
Switzerland (28%) have high US variance ratios, while Austria (10%) and
Denmark (14%) are relatively isolated from the US market.

4.3 Economic Determinants of Shock Spillover Intensity

The advantage of regime-switching models is at the same time also their
weakness: they let the data decide in what state the economy is at a spe-
cific time. As argued in the introduction, little is known about what factors
determine shock spillover intensity and in what fashion. In this section, I
relate the latent state variable Seu

i,t to a large set of economic and financial
variables that may influence shock spillover intensity. The dependent vari-
able Seu

i,t takes on the value of one when the ex-post probability of being
in the high spillover state is larger than 50 percent, and zero otherwise16.
I focus on the the EU shock spillover intensity as to investigate the effect
of the intense efforts aimed at opening European capital markets, and at
strengthening the economic and monetary integration in the EU. Many of
the explanatory variables I use are standard in the literature, and have been
used - even though not all at the same time - by e.g. Bekaert and Har-

15The proportionally larger increase in EU (US) variance ratios compared to EU (US)
shock spillover intensity is due to an increase in the average ratio of EU (US) market
volatility to total local volatility. Notice that this in itself is an indication of larger
correlations between countries.

16Alternatively, I estimated the relationship between the different information variables
and the probability weighted EU shock spillover intensity using GMM (with correction
for autocorrelation in de dependent variable). Results are qualitatively very similar to the
logit analysis presented here. Results are available upon request.
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vey (1995, 1997), Chen and Zhang (1997), Beck et al. (2000), Ng (2000),
Bekaert et al (2002a), and Fratzscher (2001). The instruments used can be
grouped under the following headers.

Market Development and Integration17 More developed financial mar-
kets are likely to share information more intensively, as they are, on average,
more liquid, more diversified, and better integrated with world financial mar-
kets than smaller markets. In addition, Demirgüç-Kunt and Levine (1996)
found that countries with larger stock markets are usually better institu-
tionally developed, with strong information disclosure laws, international
accounting standards, and unrestricted capital flows, hence with lower asym-
metric information costs. In addition, a gradual shift from segmentation to
financial integration implies a shift from a local to a common global discount
factor, and hence a more homogeneous valuation of equity. An often used
proxy for stock market development is the ratio of equity market capitali-
sation to GDP (MCAP/GDP ). Bekaert and Harvey (1995) and Ng (2000)
among others found that countries with a higher MCAP/GDP are on av-
erage better integrated with world capital markets. Therefore, we expect a
positive influence from market development on shock spillover intensities.

Economic Integration through Trade To the extent that economic
and financial integration go hand in hand, variables that proxy for trade
integration may be useful in explaining the time-varying nature of shock
spillover intensity. The more economies are linked, the more they will be
exposed to common shocks, and the more companies’ cash flows will be cor-
related. This argument is particularly valid for European Union countries,
as these countries went through a period of significant trade integration.
Much of this progress was made in the aftermath of the Single European
Act (1986). Chen and Zhang (1997) found that countries with heavier bi-
lateral trade with a region also tend to have higher return correlations with
that region. Similarly, Bekaert and Harvey (1995) found that countries with
open economies are generally better integrated with world capital markets.
An often used proxy for trade integration is the size of the trade sector.
More specifically, I test whether the ratio of import plus export of country i

17Lack of high quality data prevent me from looking at more detailed characteristics
of market development. Turnover data (relative to market capitalization or GDP) for
instance may provide information about the efficiency or liquidity - and hence attraction
- of the equity market. For most markets however, turnover data is only available from
the beginning of the 1990s.

26



with the EU to GDP is significantly positivily correlated with the EU shock
spillover intensity.

Business Cycle There is considerable evidence that correlations between
equity markets are higher during recessions than during growth periods (see
e.g. Erb et al. (1994)) . In the model proposed here, this may be due to
an increase in the volatility ratio (σeu,t/

√
hi,t) or to an increase in the EU

shock spillover intensity. As I focus on the latter, I focus on the relationship
between γeu

i and the evolution of the business cycle. Previous authors have
investigated correlations conditional on the ex-post state of the business cy-
cle (e.g. the NBER official ”recession dates”). However, given the forward
looking character of equity prices, it seems more natural to use a forward
looking business cycle indicator. Here, I will relate the OECD leading in-
dicator for the aggregate EU market- more specifically, the deviation from
its (quadratic) trend18 - to the EU shock spillover intensity. By separating
conditional correlations into a spillover and volatility component, I am able
to test whether the increase in correlations during recessions is due to an
increase in shock spillover intensity or not.

Shock spillover intensity may not only depend upon the state of the EU
business cycle, but also on how the local economy is expected to perform
relative to the aggregate business cycle. Erb et al. (1994)) for instance
also found that correlations are generally lower when business cycles are
out of phase. This may be especially relevant for countries whose business
cycle moves asymmetrically relative to the EU. Similarly, a reduction of
cross-country business cycle asymmetries will increase return correlations
through a convergence of cash flow expectations. To test whether countries
and/or periods with large business cycle asymmetries are characterized by
lower return correlations, I include a dummy that records whether or not
the economy of country i is out of phase with the European economy19.

Monetary Integration and Exchange Rate Stability Monetary inte-
gration, started with the Maastricht Treaty (1992) did not only make infla-

18Results are robust to the use of a linear trend, as well as of Hodrick-Prescott filtered
series.

19This dummy is calculated as follows. First, a (quadratic) trend is fitted for the OECD
leading indicator of each country, as well as for the EU. Second, deviations from this trend
are generated. Positive deviations indicate a boom; negative deviations a recession. Third,
for each country, an ”out-of-phase” dummy is created. This dummy has a value of one
when the deviation of the OECD leading indicator from its trend has a different sign for
the EU and the country under investigation, and zero otherwise.
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tion and nominal interest rates converge across countries, it also created an
environment of exchange rate stability20. The convergence in real interest
rates as well as the reduction (elimination) of currency risk premia resulted
in a convergence of cross-country discount rates, and hence a more homo-
geneous valuation of equity. Notice moreover that the introduction of the
euro eliminated an important impediment to cross-border investment, more
specifically the EU matching rule, which prevented insurance companies,
pension funds, and other financial institutions with liabilities denominated
in Euro from fully exploiting diversification benefits within the euro area.
The lower currency hedging costs and the elimination of this barrier should
induce investors to increase their holdings of pan-European assets, leading
to an increase in information sharing across European capital markets. As a
measure of monetary policy convergence, I use the difference between local
inflation and the EU15 inflation average21. The effect of exchange rate sta-
bility is determined by fitting a GARCH(1,1) model on the exchange rate
returns of country i vis-a-vis the ECU, and using the estimated conditional
variance as an explanatory variable for γeu

i .
A potential problem is that some of the explanatory variables are highly

correlated. This is especially relevant for the trade variable and the market
development variable. Therefore, I use the trade variable, and the part of
market capitalization over GDP that is orthogonal to the trade variable. A
univariate logit regression is used to relate the binary dependent variable Seu

i,t

to the explanatory variables. Robust standard errors are computed using
quasi-maximum likelihood. Results are reported in Table 10. Many of the
explanatory variables enter significantly. The trade integration variable is
positive and significant in all countries except for Austria, Ireland, and Nor-
way. This suggests that trade has been an important catalyst for increased
information sharing between equity markets. Inflation enters negatively and
significantly for all countries, except for Austria, Germany, and Switzerland,
indicating that equity markets share more information in a low-inflation en-
vironment. The deviating result for Germany may be explained by the surge
in inflation after the German reunification, a period that coincided with a

20Exchange rate stability was the aim of the Exchange Rate Mechanism (ERM) started
in 1979. Several devaluations in the summer of 1992 and 1993 resulted in a widening of
the fluctuation marging from 2.25 percent to 15 percent around parity. However, exchange
rate stability was a prerequisite for countries willing to participate to the euro. Necessarily,
all countries now part of the euro zone had stable exchange rates vis-a-vis each other’s
currency in the second half of the 1990s. However, exchange rate volatility was also low
for the other EU countries.

21Long-term nominal or real interest rates could not be included because these series
were not available over the full sample.
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rapid increase in spillover intensity. The similar result for Austria is likely
to be explained by the high degree of correlation between the German and
Austrian equity market. Finally, Switzerland had fairly low inflation levels
all over the 1990s. While Austria and Belgium appear to be negatively af-
fected by sudden increases in currency volatility, for most other countries,
the spillover intensities are positively or insignificantly related to currency
volatility. This somehow confirms the empirical regularity that correlations
between markets increase in times of turmoil, more specifically during a
currency crisis22. This was especially apparent during the exchange rate
turmoil in the summer of 1992 and 1993. In addition, these results show
that this effect persists even if one corrects for the changes in the ratio of
EU market volatility to local volatility. The market development indicator
- market capitalization over GDP - is positive and signficant in 7 cases and
insignificant (at a 5 percent level) for the other countries. The ”high world
volatility dummy” is nearly always positive, but only significant for The
Netherlands, Spain, and Sweden. In most countries, shock spillover inten-
sity is significantly related to the state of the European business cycle. In
Germany, Ireland, Denmark, and Switzerland, the shock spillover intensity
increases in times of recessions. This result is consistent with the results of
Erb et al. (1994). However, in Austria, Belgium, Italy, The Netherlands,
Spain, and Sweden, the opposite seems true. The same mixed results prevail
when looking at the dummy measuring whether the local business cycle is
out of phase with the European cycle. While for some countries it is the
case that their spillover intensity decreases when they are out of phase with
the European business cycle, the opposite seems true for other countries.

4.3.1 A simple test for Contagion

The model used here allows for a simple test of contagion. This test is very
similar to the test proposed by Bekaert et al. (2002c). They define contagion
as ”correlation over and above what one would expect from economic fun-
damentals”. The authors estimate a two-factor model that is similar to the
one used here, in a sense that the two factors are the regional market - in my
case, the European market - and the US market. Correlations will change
when the volatility of the factors changes; by how much is determined by the
factor sensitivities. While both models allow for time-variation in the factor
sensitivities, the way to do so is quite different. In their model, the evolu-

22Theoretically, one would expect that the gradual decrease of currency risk in Europe
and the consequent decrease in currency risk premium would increase correlations between
markets. This is however not what I find.
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tion of the sensitivities is governed by a bilateral trade variable, compared
to a latent regime variable in my model. I believe that the model used here
has some advantages. First, as shown in the previous section, the variation
of the sensitivities through time is influenced by more factors than trade
alone. Second, as argued by Ang and Bekaert (2002b), regime-switching
models may do better in capturing asymmetric correlations.

The contagion test of Bekaert et al. (2002c) is based on the argument
that in the case of no contagion, there should not be any correlation left
between the error terms. They investigate this hypothesis during various
crisis periods by estimating the following regression:

êi,t = b1 + (b2 + b3Di,t)êm,t + ui,t

over different crisis periods, where êi,t is the local market’s residual, êm,t

the residual from a benchmark index (here, EU and US index), and Di,t a
dummy variable that takes the value of one if it coincides with the crisis
being looked at, and zero otherwise. Clearly, much of the power of this test
will depend upon the ability of the factor specification to model conditional
correlations. To the extend that the specification used here is a better
model for conditional correlations, also the test for contagion should be
more powerful. I estimate the following specification by GMM23

êi,t = b1 + (b2 + b3Dt)êeu,t + (b4 + b5Dt)êus,t + ui,t

where êeu,t and êus,t are the orthogonalized residuals from the bivariate
model for EU and US returns. Contrary to Bekaert et al. (2000), I let the
data decide when world equity markets are going through a crisis period.
Therefore, Dt takes on a one when the EU and US are jointly in a high
volatility state, and zero otherwise. So this is a test of whether there has been
contagion over the full sample and during the crisis moments occuring during
the sample (I do not look a crises individually). Overall contagion from the
aggregate European market (excluding the country being looked at) would
be there if b2 and b3 are jointly different from zero, while b3 measures the
extra contagion during crisis periods. Similarly, we cannot reject contagion
from the US markets when b4 and b5 are jointly different from zero; here b5

measures the extra contagion during crisis periods.
Results are contained in Table 11. There is some evidence of contagion

from the EU market to the German equity market (at a 5 percent level).
However, for all other countries, the hypothesis of no contagion cannot be

23with heteroskedasticity and autocorrelation consistent standard errors (Barlett kernel,
Newey-West bandwith selection (6))
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rejected. The evidence is stronger for contagion from the US market. For
France, Germany, Ireland, Italy, Spain, Sweden, and Switzerland, the pa-
rameters b4 and b5 are jointly significant. Looking more into detail, one can
see that this is mainly due to the high significance of b5, which measures
whether correlation between local and US residuals is higher during crisis
periods.

5 Conclusion

This paper investigates whether the efforts for more economic, monetary,
and financial integration in Europe have fundamentally altered the intensity
of shock spillovers from the US and aggregate European equity markets to
13 European stock markets. The innovation of the paper is that the EU
and US shock spillover intensity is allowed to switch between a high and low
state according to a latent regime variable. Three regime-switching shock
spillover models are derived that differ in the way switches in the EU and
US spillover intensity interact. I find that regime switches in the spillover
intensities are both statistically and economically important. For nearly all
countries, the probability of a high EU and US shock spillover intensity has
increased significantly over the 1980s and 1990s, even though the increase is
more pronounced for the sensitivity to EU shocks. It may be surprising to
some that the increase in EU shock spillover intensity is mainly situated in
the second part of the 1980s en the first part of the 1990s, an not during the
period directly before and after the introduction of the single currency. In
fact, in many countries, the sensitivity to EU shocks dropped considerably
after 1999. Over the full sample, EU shocks explain about 15 percent of
local variance, compared to 20 percent for US shocks. While the US - as
a proxy for the world market - continues to be the dominating influence in
European equity markets, the importance of the regional European market
is rising considerably.

Next, I look for the factors that have contributed to this increased infor-
mation sharing. I consider instruments related to equity market develop-
ment, economic integration, monetary integration, exchange rate stability,
and to the state of the business cycle. Results suggest that countries with
an open economy, low inflation, and well developed financial markets share
more information with the regional European market. There is some evi-
dence that shock spillover intensity is related to the business cycle.

Finally, a test for contagion is derived similar to the one proposed by
Bekaert et al. (2002c). They define contagion as ”correlation over and
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above what one would expect from economic fundamentals”. If the model
used here is correct (what the specification tests tend to suggest), changes
in conditional correlaton will be entirely driven by changes in the condi-
tional EU (US) and local market volatility, and switches in the EU (US)
shock spillover intensity. The hypothesis of no contagion can be tested by
investigating the correlation between the model’s residuals. I discover a
statistically significant correlation between local residuals and those of the
US market during crisis periods. There is however no evidence of contagion
from the regional European market to the local equity markets.

The methodology developed in this paper may prove useful in analyzing
many other interesting issues. First, it may be useful to investigate the ca-
pacity of this type of models in capturing asymmetric correlations between
markets. A model that features both regime switches in spillover intensity
and the level of volatility seems promising in this context. Second, this
methodology is especially appropriate in analyzing the interaction between
different asset markets, in casu the foreign exchange, money, bond, and eq-
uity markets. Third, instead of applying this methodology to shock spillover
models, it may be interesting to investigate whether also prices of risk are
subject to regime switches, and if so, what economic factors force these to
switch.
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Appendix 1: Derivation of orthogonalized innovations

The univariate shock spillover model allows us to quantify the relative
importance of EU and US shocks on the different European equity markets.
However, as is likely that a common news component drives part of the EU
and US returns, I make the local European returns conditional on the inno-
vations from the US and the orthogonalized innovations from the European
aggregate market. The innovations from Europe and the US are orthogo-
nalized by assuming that the EU return is driven by a purely idiosyncratic
shock and by the US return shock. Similar to Ng (2000), the orthogonalized
European and US innovations are denoted respectively by eeu,t and eus,t,and
are given by:

εt =
[

εeu,t

εus,t

]
=

[
1 kt−1

0 1

] [
eeu,t

eus,t

]
= Kt−1et

εt|Ωt−1 ∼ N(0,Ht)

et|Ωt−1 ∼ N(0, Σt)

Σt =
[

σ2
eu,t 0
0 σ2

us,t

]

where kt−1, σ2
eu, and σ2

us are calculated such that Ht = Kt−1ΣtK′
t−1. Under

these assumptions, it is straightforward to show that kt−1 is determined by
the ratio of the covariance between EU and US innovations and the variance
of the latter:

kt−1 =
Covt−1 (εeu,t, εus,t)

V art−1 (εus,t)
=

Heu,us,t

Hus,t

The orthogonalized innovations can then be calculated as:

et =
[

eeu,t

eus,t

]
=

[
1 −kt−1

0 1

] [
εeu,t

εus,t

]
= K−1

t−1εt

while the variance-covariance matrix is given by:

Σt = K−1
t−1HtK′−1

t−1
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Appendix 2: Derivation of transition matrix in case of
independent states.

By way of example, we derive the third column of the transition matrix
given in equation (14), supposing that the states variables Seu

i,t and Sus
i,t are

independent.

P (Si,t = 3|Si,t−1 = 1) = P (Seu
i,t = 1 and Sus

i,t = 2|Seu
i,t−1 = 1 and Sus

i,t−1 = 1)
= P (Seu

i,t = 1|Seu
i,t−1 = 1)P (Sus

i,t = 2|Sus
i,t−1 = 1)

= P eu(1− P us)

P (Si,t = 3|Si,t−1 = 2) = P (Seu
i,t = 1 and Sus

i,t = 2|Seu
i,t−1 = 2 and Sus

i,t−1 = 1)
= P (Seu

i,t = 1|Seu
i,t−1 = 2)P (Sus

i,t = 2|Sus
i,t−1 = 1)

= (1−Qeu)(1− P us)

P (Si,t = 3|Si,t−1 = 3) = P (Seu
i,t = 1 and Sus

i,t = 2|Seu
i,t−1 = 1 and Sus

i,t−1 = 2)
= P (Seu

i,t = 1|Seu
i,t−1 = 1)P (Seu

i,t = 2|Seu
i,t−1 = 2)

= P euQus

P (Si,t = 3|Si,t−1 = 4) = P (Seu
i,t = 1 and Sus

i,t = 2|Seu
i,t−1 = 2 and Sus

i,t−1 = 2)
= P (Seu

i,t = 1|Seu
i,t−1 = 2)P (Seu

i,t = 2|Seu
i,t−1 = 2)

= (1−Qeu)Qus
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Appendix 4: Derivation of the second-step loglikelihood
in case of regime-switching

In the previous paragraph, the trivariate likelihood for US, EU, and local
returns was split into a bivariate system for EU and US returns, and a uni-
variate likelihood for the local returns, where the latter model is conditional
on the return innovations from the bivariate model. In this appendix, I show
how the univariate likelihood is constructed in case of regime-switching in
the two spillover parameters. The case where both the spillover parameters
and the local volatility can switch, is analogous. For the sake of generality,
we focus on the case where no structure is added to the transition matrix.
We start from the following model:

ri,t = µi,t + εi,t

εi,t = ei,t + γeu
i,Seu

i,t
êeu,t + γus

i,Sus
i,t

êus,t

ei,t|Ωt−1 ∼ N(0, σ2
i,t)

We suppose that the spillover parameters γeu
i and γus

i can be in two states
only:

γeu
i,t =

{
γeu

i,1 if Seu
i,t = 1

γeu
i,2 if Seu

i,t = 2

}

and

γus
i,t =

{
γus

i,1 if Sus
i,t = 1

γus
i,2 if Sus

i,t = 2

}

The combination of Seu
i,t and Sus

i,t creates a new state variable Si,t, which is
defined as:

Si,t = 1 if Seu
i,t = 1 and Sus

i,t = 1
Si,t = 2 if Seu

i,t = 2 and Sus
i,t = 1

Si,t = 3 if Seu
i,t = 1 and Sus

i,t = 2
Si,t = 4 if Seu

i,t = 2 and Sus
i,t = 2

We make no assumptions about the interaction between the different states.
In this general case, the transition matrix Π is given by

Π =




p11 p12 p13 p14

p21 p22 p23 p24

p31 p32 p33 p34

p41 p42 p43 p44



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where pij = P (St = j|St = i). The only structure imposed is that pi1 +
.... + pi4 = 1, for i = 1, ..., 4, and that all pij = 0. As shown in appendix
4, we want to maximize f(ri,t|êeu

t , êus
t ,Ωt−1; θi). For notational ease, we will

omit êeu
t and êus

t from the formulas. Recall that ri,t is subject to switches
between four regimes:

f(ri,t|Ωt−1; θi) =
4∑

j=1

f(ri,t, Si,t = j|Ωt−1; θi)

=
4∑

j=1

f(ri,t|Si,t = j, Ωt−1; θi)P (Si,t = j|Ωt−1; θi)

=
4∑

j=1

f(ri,t|Si,t = j, Ωt−1; θi)pjt

where pjt = P (Si,t = j|Ωt−1; θi) is the ex-ante probability of being in state
j.

If conditional normality is assumed, we get that

f(ri,t|Si,t = j,Ωt−1; θi) =
1√

2πhit
exp

{−(rit − µit − γeu
i,Seu

i,t
êeu,t − γus

i,Sus
i,t

êus,t)2

2hit

}

We can decompose the ex-ante probability of being in state j as follows:

P (Si,t = j|Ωt−1; θi) =
4∑

k=1

P (Si,t = j|Si,t−1 = k)P (Si,t−1 = k|Ωt−1; θi), j = 1, ..., 4.

where P (Si,t−1 = k|Ωt−1; θi) represents the filtered probability, which indi-
cates the state of the economy at time t, using all the information available
at time t. The latter can be further decomposed:

P (Si,t−1 = k|Ωt−1; θi) = P (Si,t−1 = k|ri,t−1, Ωt−2; θi)

=
P (Si,t−1 = k, ri,t−1|Ωt−2; θi)

P (ri,t−1|Ωt−2)

=
f(ri,t−1|Si,t−1 = k, Ωt−2; θi)P (Si,t−1 = 1|Ωt−2; θi)
4∑

j=1
f(ri,t−1|Si,t−1 = j, Ωt−2; θi)P (Si,t−1 = j|Ωt−2; θi)

Given initial values for the ex-ante probabilities, one can construct the likeli-
hood iteratively. The parameters of the model are estimated by maximizing
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the loglikelihood function with respect to θi :

£(ri,t|Ωt−1; θi) =
T∑

t=1

ln φ(ri,t|Ωt−1; θi)

The model and the construction of the information set imply that the log-
likelihood function can be written as

£(ri,t|Ωt−1; θi) =
T∑

t=1

ln φ(ei,t|Ωt−1; θi)

where the density function φ(.) is a weighted average of the four state depen-
dent densities, where the weights are determined by the ex-ante probabilities:

φ(ei,t|Ωt−1; θi) =
4∑

j=1

f(ei,t|Si,t−1 = j, Ωt−1; θi)P (Si,t−1|Ωt−2; θi)
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Table 2: Regime Classification Measure

This Table reports the Regime Classification Measure (RCM) under dif-
ferent number of regimes (two till four) and for different probabilities for
the first state, assuming that the other states evenly divide the probability
mass left between them. The RCM is given by

RCM2 = 1− k

k − 1
1
T

T∑

t=1

k∑

i=1

(
pi,t − 1

k

)2

where k is the number of states, and pi,t = P (St = i|ΩT ) .

RCM
4 States 3 States 2 States

0.250 100.000 - -
0.346 98.356 99.963 -
0.385 96.778 99.408 -
0.423 94.675 98.188 -
0.462 92.045 96.302 -
0.500 88.889 93.750 100.000
0.539 85.207 90.533 99.408
0.577 80.999 86.649 97.633
0.615 76.266 82.101 94.675
0.654 71.006 76.886 90.533
0.673 68.179 74.029 88.018
0.712 62.130 67.816 82.101
0.750 55.556 60.938 75.000
0.789 48.455 53.393 66.716
0.827 40.828 45.183 57.249
0.865 32.676 36.307 46.598
0.904 23.997 26.766 34.763
0.923 19.461 21.746 28.402
0.942 14.793 16.559 21.746
0.962 9.993 11.206 14.793
0.981 5.063 5.686 7.544
1.000 0.000 0.000 0.000
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Table 3: Estimation Results for the Bivariate Models for EU and
US returns

This table reports estimation results from a bivariate constant correlation model,
a bivariate BEKK model, a regime-switching normal model, and a regime-switching
GARCH model for the EU and US returns over the period January 1980 - August
2001. All returns are weekly Deutschmark denominated total returns. In Panel
A, we report a battery of specification tests for the different models. First, it is
tested whether the standardized residuals violate the orthogonality conditions im-
plied by a standard normal distribution. ”Mean” and ”Variance” tests whether
there is fourth-order autocorrelation left in the standardized and squared standard-
ized residuals. ”Covariance” tests whether the product of the standardized EU and
US residuals is autocorrelated up to order 4. These test statistics are chi-square
distributed with four degrees of freedom. ”Joint” tests the mean, variance, and co-
variance jointly, and is χ2(12) distributed. ”Asym” tests whether the (co-)variance
reacts asymmetrically to return innovations (Wald test on parameters in matrix D
in the variance specification). In panel B, it is investigated whether the standard-
ized residuals violate the conditions of the bivariate standard normal distribution.
Specifically, it is tested whether the skewness, excess kurtosis, cross-skewness, and
cross-kurtosis are significantly diferent from zero. These tests are all χ2(1) dis-
tributed. The ”joint” statistic tests the conditions jointly, and is χ2(6) distributed.
Probability levels are reported in squared brackets.

Panel A: Univariate Specification Tests for Bivariate Models for EU and
US returns

UNIVARIATE TESTS Mean Variance Covariance Joint Asym

EU US EU US

Constant Correlation Model 8.898 3.202 5,615 2.415 58.189 65,647 13.289
[0.064] [0.525] [0.229] [0.659] [0.000] [0.000] [0.001]

BEKK model 11.045 3.217 6.321 0.859 61.317 66,197 15.891
[0.026] [0.526] [0.176] [0.930] [0.000] [0.000] [0.000]

Markov-Switching Normal 15,092 3.379 6,971 1,765 45,348 51.762 -
[0.005] [0.497] [0.137] [0.779] [0.000] [0.000] -

Markov-Switching GARCH 10.198 3.4606 7.8483 4.082 45.0608 51.8548 6.223
[0.037] [0.484] [0.097] [0.544] [0.000] [0.000] [0.045]
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Table 4: Estimation Results for the Bivariate regime-switching
Normal Model for EU and US returns

This table reports estimation results for the bivariate regime-switching normal
model for EU and US returns. The model allows the returns rt = [reu,t, rus,t] to
be drawn from two different bivariate normal distributions:

rt|Ωt−1 =
{

N(µt−1 (S1) ,H (S1))
N(µt−1 (S2) ,H (S2))

(27)

The regimes follow a two-state Markov chain with transition matrix:

Π =
(

P 1− P
1−Q Q

)
(28)

where the transition probabilities are given by P = prob(St = 1|St−1 = 1; Ωt−1),
and Q = prob(St = 2|St−1 = 2; Ωt−1). In the mean equation, only the intercepts
α0 are made regime dependent:

µt = µt−1 = α0 + Art−1

where α0 = [αeu, αus]
′
, and A = [αeu

eu, αus
eu;αeu

us, α
us
us] . Probability levels are

reported in squared brackets.

EUROPEAN RETURS US RETURNS

state 1 state 2 state 1 state 2

Volatility 0.0327 0.0156 0.0404 0.0236
[0.0161] [0.0000] [0.0090] [0.0000]

Correlation 0.8062 0.5605
[0.0498] [0.0523]

Constant -0.0052 0.0039 -0.0041 0.0048
[0.0339] [0.0001] [0.1516] [0.0000]

P 0.9297 [0.0086]
Q 0.9871 [0.0031]
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Table 5: Univariate model with constant shock spillover
intentsity

This table reports estimation results for the univariate model with constant
shock spillover intensity. This model is given by

ri,t = µi,t−1 + εi,t

εi,t = ei,t + γeu
i êeu,t + γus

i êus,t

µi,t = βi0 + βi1ri,t−1 + βi2reu,t−1 + βi3rus,t−1

ei,t|Ωt−1 v N(0, σ2
i,t)

σ2
i,t = ψi0 + ψi1e

2
i,t−1 + ψi2σ

2
i,t−1 + ψi3 max (−ei,t−1, 0)2

where êeu and êus are respectively the European and US market shocks obtained
from a first step estimation. Notice that êeu is different for every country, as the
European market portfolios are formed using the returns from all countries but the
country that is being looked at. ***, **, and * means significant at a 1, 5, and 10
percent level respectively.
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Table 6: Comparison of Different Univariate Spillover Models
with Switches in the Spillover Parameters

Panel A of Table 6 reports the critical value of the joint test for normality of
the residuals of four univariate volatility spillover models with different assumptions
about the regime-switching properties of the spillover parameters: (1) No Regimes
(NRS), (2) Common Regime Switches (JRS), (3) Independent Regime-Switches
(IRS), and (4) a fully flexible transition probability matrix for the spillover param-
eter states (FULL). More detailed information about this statistic is provided in
paragraph 3.3.2.1. Panel B reports the Regime Classification Measure for the dif-
ferent regime-switching shock spillover models, as described in paragraph 3.3.2.2.
and Table 2. Panel C tests whether the models are significantly different from one
another. Column one tests whether the model with joint regime switches perform
statistically better than the constant spillover model, column two whether the IRS
and JRS are statistically different, and column three JRS against the FULL model
As in these tests the alternative hypothesis is not specified, the likelihood ratio
test statistics are compared with their empirical distribution, obtained by a Monte
Carlo analysis. In column two, likelihood ratio test investigates whether the FULL
model can be simplified to the IRS model. Given that the latter model is nested in
the former, the significance of the test statistic can be obtained from a χ2 distribu-
tion with 1 degree of freedom. The values between brackets represent probability
values. Finally, panel D tests whether the spillover parameters are significantly
different across regimes. The Wald test is distributed as a χ2 distribution with 1
degree of freedom. Probability levels are reported in squared brackets.
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Panel A: Specification Tests

NRS JRS IRS FULL

Austria 1106.37 32.48 46.06 39.91
[0.000] [0.001] [0.000] [0.000]

Belgium 74.92 15.70 10.75 11.85
[0.000] [0.205] [0.550] [0.458]

France 224.12 18.47 16.11 14.07
[0.000] [0.102] [0.186] [0.296]

Germany 203.72 30.95 18.84 19.47
[0.000] [0.002] [0.092] [0.078]

Ireland 97.02 16.80 17.99 19.44
[0.000] [0.157] [0.116] [0.078]

Italy 75.47 32.84 29.25 24.75
[0.000] [0.001] [0.004] [0.016]

Netherlands 36.86 13.21 15.48 17.43
[0.000] [0.354] [0.216] [0.134]

Spain 101.99 24.97 20.29 17.49
[0.000] [0.015] [0.062] [0.132]

Denmark 32.79 11.97 11.16 12.18
[0.001] [0.448] [0.515] [0.431]

Norway 131.34 13.40 8.98 7.90
[0.000] [0.341] [0.705] [0.793]

Sweden 201.00 19.83 19.48 20.08
[0.000] [0.070] [0.078] [0.064]

Switzerland 306.00 39.50 27.32 26.61
[0.000] [0.000] [0.007] [0.009]

UK 233.26 18.76 15.07 16.42
[0.000] [0.094] [0.238] [0.173]
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Panel B: Likelihood Ratio tests

JRS>NRS1 IRS>NRS1 FULL>JRS2 FULL>IRS3 CHOICE4

Austria 81.38 72.91 6.90 15.37 JRS
[0.000] [0.000] [0.735] [0.052]

Belgium 9.92 20.52 17.99 7.39 IRS
[0.250] [0.096] [0.055] [0.495]

France 42.24 27.90 2.42 16.76 JRS
[0.000] [0.048] [0.992] [0.033]

Germany 106.65 126.15 45.96 26.46 FULL
[0.000] [0.000] [0.000] [0.001]

Ireland 27.23 40.14 14.96 2.06 IRS
[0.000] [0.000] [0.133] [0.979]

Italy 33.49 42.12 13.16 16.96 IRS
[0.000] [0.000] [0.215] [0.031]

Netherlands 51.02 82.30 48.08 16.80 FULL
[0.000] [0.000] [0.000] [0.032]

Spain 10.40 18.60 15.84 7.64 (FULL)
[0.424] [0.133] [0.104] [0.469]

Denmark 44.14 20.60 2.68 26.22 JRS
[0.000] [0.119] [0.988] [0.001]

Norway 3.36 36.20 35.64 2.80 IRS
[0.798] [0.031] [0.000] [0.946]

Sweden 59.86 55.48 14.88 19.26 JRS
[0.000] [0.000] [0.136] [0.014]

Switzerland 70.92 69.40 20.80 22.32 JRS
[0.000] [0.000] [0.023] [0.004]

UK 26.26 31.57 7.39 15.7 IRS
[0.049] [0.008] [0.688] [0.123]

1probability values obtained through a Monte-Carlo analysis
2assumed to be distributed as a χ2 distribution with 12 degrees of freedom
3distributed as a χ2 distribution with 10 degrees of freedom
4model with highest LR test statistic. FULL is only choosen if it does statisti-

cally better than IRS/JRS.
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Panel C: Regime Classification Measure

Implied JRS

JRS IRS FULL IRS FULL Best

Austria 32.90 52.71 29.74 70.41 42.08 JRS
89.2% 72.3% 84.8%

Belgium 63.75 33.82 54.83 48.10 77.25 IRS
76.9% 84.3% 71.2%

France 28.18 64.74 37.19 80.00 48.30 JRS
89.9% 62.8% 80.6%

Germany 31.09 44.28 49.25 60.71 62.18 JRS
89.7% 77.4% 72.7%

Ireland 25.92 43.03 41.05 60.03 58.37 JRS
91.1% 79.3% 79.9%

Italy 34.95 30.93 44.50 45.10 60.81 JRS
87.7% 85.0% 77.5%

Netherlands 38.13 33.67 41.07 47.93 61.03 JRS
87.5% 83.5% 77.90%

Spain 74.32 2.74 53.43 3.39 72.23 IRS
72.4% 98.4% 71.4%

Denmark 35.83 14.39 39.34 21.38 56.44 IRS
88.7% 92.9% 83.0%

Norway 21.25 52.71 61.27 70.41 88.77 JRS
94.1% 72.3% 64.1%

Sweden 57.55 64.08 35.27 81.09 51.38 FULL
81.6% 64.4% 81.5%

Switzerland 51.32 43.65 55.91 58.76 71.83 JRS
82.2% 58.8% 69.3%

UK 49.60 48.52 62.22 66.06 78.40 JRS
84.8% 75.4% 63.8%
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Table 7: Wald Test for difference in shock spillover parameters

This table investigates whether the shock spillover intensities for the EU and
US are statistically different across regimes. More specifically,we test the null hy-
potheses that γeu

i (St = 1) = γeu
i (St = 1), and that γus

i (St = 1) = γus
i (St = 1)

against the alternative hypothesis that they are statistically different. Both Wald
test statistics are χ2 distributed with 1 degree of freedom.

EU US
Austria 3.985 5.325

[0.046] [0.021]
Belgium 22.121 8.624

[0.000] [0.003]
France 5.572 140.629

[0.018] [0.000]
Germany 38.369 49.325

[0.000] [0.000]
Ireland 26.701 11.308

[0.000] [0.001]
Italy 14.108 19.569

[0.000] [0.000]
Netherlands 3.714 4.235

[0.054] [0.040]
Spain 4.587 6.493

[0.032] [0.010]
Denmark 0.576 9.466

[0.448] [0.002]
Norway 19.243 1.256

[0.000] 0.262
Sweden 5.698 36.150

[0.017] [0.000]
Switzerland 0.017 1.319

[0.895] [0.251]
UK 3.889 2.032

[0.049] [0.154]
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Figure 3: Time-Varying Volatility Spillovers from EU and US
Markets to the Local European Equity Markets
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